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Decisions about health always involve trade-offs between the pros and cons of 
alternative courses of action, both for individuals and for society. Individuals will 
generally prefer care that has many pros and few cons. However, preferences 
may differ between individuals. Pros can be improving length and quality of life, 
a preferred mode of administration, having a good connection with healthcare 
professionals, or any other type of expected benefits. Cons can be out-of-pocket 
costs, risk, and severity of side effects, waiting time, productivity losses, or burden 
of informal care. From a societal perspective, health care resources are scarce, 
and decisions need to be made about which care can be provided and which 
not. Consequently, not every individual can always get the care they prefer from 
their individual perspective. To achieve the most gain from the available budget, 
governments must trade-off the benefits and costs of health interventions. Aligning 
allocation decisions with public and patient preferences can ensure more support 
for difficult decisions at the societal level, and it can increase uptake, adherence, 
and satisfaction with treatment at the individual level (1–6). Public and patient 
preferences are increasingly used to inform decision making in healthcare, but how 
to elicit and incorporate preferences in a systematic and valid way, is still subject 
to debate.

DISCRETE CHOICE EXPERIMENTS

One of the most used approaches to investigate public and patient preferences 
in the healthcare context is the discrete choice experiment (DCE) (7). This is a 
quantitative elicitation method with a strong theoretical foundation in random 
utility theory that elicits preferences from individuals in a systematic way by letting 
respondents repeatedly trade-off alternatives (8–12). To illustrate what a discrete 
choice experiment is, imagine the following - highly simplified - example in Figure 1. 
In this choice task there are three alternatives, namely “Treatment A”, “Treatment B” 
and “No treatment”. These alternatives are described by means of attributes and 
attribute levels. The three attributes in this example are “Length of life”, “Mode of 
administration” and “Side effects”. The levels of the first attribute are “+2 years” 
and “+5 years”, of the second attribute “Pills” and “Injections” and of the third “No”, 
“Mild” and “Moderate”. The last alternative, “No treatment”, is called the opt-out 
alternative, which is included so that the choice task more closely resembles real-life 
treatment choices. In a DCE, respondents complete several choice tasks, in which 
the attribute levels systematically change between alternatives and choice tasks. 
Based on the choices a group of respondents have made, the relative value of the 
attributes can be determined and the likelihood of choosing an alternative with 
certain attribute levels can be predicted. Common areas of application for DCEs in 
the healthcare context include eliciting preferences for treatments or services, and 
preferences for outcomes (8,13).

Ideally, DCEs are undertaken following available guidelines that consist of several 
stages (13–15). First, the relevant attributes and attribute levels are selected in 
accordance with the research question (16). Then, the experimental design – the 
specific combination of attribute levels to be used for the alternatives in each choice 
task – is generated (17). In this process, researchers aim to optimise the amount 
of information that can be elicited from each choice. The way in which the choice 
is presented, and the expected approach to analyse the data serve as input to 
this process. Thirdly, once the questionnaire is generated, data collection starts 
with a pilot study, after which the experimental design and the questionnaire can 
be updated if necessary. Lastly, econometric analyses are performed using the 
collected data (18–21). If these steps are carefully conducted, DCEs can provide 
valuable information for healthcare decision making.

DCEs are questionnaire-based and present respondents with hypothetical 
choices. Hence, DCEs elicit stated preferences (SP) and, therefore, primarily reflect 
the intention to choose something in the near or far future. The advantage of using 
this type of data is that preferences can be elicited in a controlled environment 
and that information can be obtained about many different choice situations not 
(yet) available in practice. However, the usefulness of DCEs for healthcare decision 
making depends on whether preferences elicited from respondents in a DCE are the 
same as preferences in reality, i.e., whether people actually do what they say they 
will do. Such information can be obtained by observing people’s choice behaviour 
in the past, their revealed preferences (RP). This type of data is free of hypothetical 
bias but may be influenced by many other factors outside the study context.

Figure 1: Example of a choice task in a discrete choice experiment
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VALIDITY

The increasing application of DCEs to inform healthcare decision making stresses 
the importance of demonstrating the method’s validity (7,22–24). In DCEs, validity 
generally is defined as “the extent to which quantitative measures of relative 
importance or trade-offs reflect the true preferences of patients” (25). There are 
different types and categorisations of validity. Figure 2 shows the categorisation 
that is used in this PhD thesis to distinguish between different types of validity of 
DCEs. This categorisation is based on existing categorisations of validity (26–32) and 
distinguishes three types of validity, namely content validity, construct validity and 
criterion validity (27). The first two refer to the internal validity of a DCE, while the 
last contributes to the external validity.

The internal validity of a DCE is defined as the extent to which the measured 
preferences represent actual preferences within the context of the particular study 
and is a reflection of “the rigour with which the study was conducted” (26). The 
first type of internal validity, content validity, is about face validity of the results 
and the clarity and comprehensiveness of the study. In DCEs, face validity can 
be assessed by examining whether the results match prior expectations and 
intuition (31,33–35). Clarity and comprehensiveness of the DCE is about whether 
respondents understand, and accept the study content and context, and whether 
all relevant attributes and levels are included in the DCE (30,31,36). The second 
type of internal validity is construct validity, which is about whether the results are 
consistent with hypotheses. The three subtypes of construct validity are theoretical 
validity, convergent validity, and known-groups validity. In DCEs, theoretical validity 
often reflects whether respondents’ preferences are consistent with the axioms of 
random utility theory - the theoretical foundation on which the analyses of a DCE 
are based (30,31,37–39) - and whether the approach to analyse the data matches 
how respondents make decisions (28). Convergent validity is assessed by comparing 
the results of a DCE with those of other preference elicitation methods, ideally 
by letting the same respondents complete different methods (31). Known-groups 
validity refers to the degree to which differences in preferences between relevant 
groups of respondents can be distinguished, i.e., the degree to which heterogeneity 
in preferences can be attributed to respondents’ characteristics (27,40).

The external validity of a DCE concerns the extent to which the measured 
preferences represent actual preferences outside the context of the particular 
study. In DCEs, external validity concerns the accuracy with which models based on 
stated preferences predict people’s choices in the real world, that is, their revealed 
preferences (26,31). In this definition, external validity equals criterion validity, which 
takes revealed preferences as the gold standard. This specific type of validity is 
sometimes also referred to as predictive validity and reflects (32).

Figure 2: Types of validity

THESIS OBJECTIVES AND OUTLINE

The aim of this PhD thesis is to provide more insight into the internal and external 
validity of discrete choice experiments to inform healthcare decision making. The 
following three main objectives are distinguished:

1. Provide an overview of current challenges to integrating preferences in
healthcare decision making;

2. Assess the internal validity of discrete choice experiments;
3. Assess the external validity of discrete choice experiments.

This thesis consists of seven chapters, including this general introduction to the 
thesis (Chapter 1) and a general discussion of the main findings, implications, 
strengths and limitations of this thesis, and recommendations for future research 
and policy (Chapter 7). The five substantive chapters 2 to 6 are structured into 
three parts, as presented schematically in Figure 3, following the abovementioned 
objectives.

Part A consists of Chapter 2 which addresses the first objective of this thesis and 
sets the scene for the remainder of the thesis by reporting on a systematic review 
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of current challenges to integrating preferences in healthcare decision making, with 
a focus on patient preferences and health technology assessment.
Part B addresses the internal validity of discrete choice experiments and thus the 
second objective of this thesis. Chapter 3 addresses theoretical validity by studying 
how health-risk attitude affects individual decision making. The relationship 
between health-risk attitude and heterogeneity of preferences is studied by means 
of three case studies. Chapter 4 addresses theoretical and convergent validity by 
investigating how the presentation of choices affects stated preferences. In a head-
to-head comparison of three different preference elicitation methods that move 
beyond traditional single-best DCE, theoretical validity is addressed by analysing the 
choices in each method and convergent validity by comparing the results between 
the three methods.

Part C of this PhD thesis extends to the external validity of discrete choice 
experiments and thus the third objective above, i.e., whether what people say they 
will do in a DCE matches what they do when facing the actual choice. In Chapter 5, 
stated and revealed preferences of respondents are compared in the context of 
colorectal cancer screening. Model complexity is gradually increased to assess its 
effect on prediction accuracy. Chapter 6 compares stated and revealed preferences 
in the context of food choice. It focusses particularly on socially desirable behaviour 
and its effect on the outcomes and prediction accuracy of DCEs.

Please note that Chapters 2 to 6 are based on papers submitted for publication 
in international peer-reviewed journals. Hence, these chapters can be read 
independently, and there may be some repetition between chapters.

Figure 3: Outline PhD thesis
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in health technology assessment? A systematic review of the 
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Chapter 2

HIGHLIGHTS

• The integration of patient preferences in health technology assessment is 
expected to increase uptake, adherence, and patient satisfaction.

• In this systematic review of the literature, we identified 37 unique research 
issues.

• Methodological and procedural research issues were most frequently 
mentioned.

• To advance the integration of patient preferences in HTA, a multi-stakeholder 
and holistic approach is needed.

ABSTRACT

Introduction
Integrating patient preferences in health technology assessment (HTA) is argued 
to improve uptake, adherence and patient satisfaction. However, how to elicit 
and incorporate these preferences in a systematic and scientifically valid manner 
is subject to debate. This article provides a systematic review of the challenges 
to integrating patient preferences in HTA raised in the literature about patient 
preferences in HTA.

Methods
A systematic review of articles published between 2013 and 2017 addressing 
challenges to the integration of patient preferences in HTA was conducted in seven 
databases. All issues with respect to the integration of patient preferences in HTA 
were extracted and divided into five categories: conceptual, normative, procedural, 
methodological and practical issues. The issues were ranked according to how often 
they were mentioned.

Results
Of 2,147 retrieved articles, 67 were included in the analysis. Thirty-seven unique 
research issues were identified. In the majority of the articles, methodological issues 
were posed (82%) followed by procedural (73%), normative (51%), practical (24%) 
and conceptual (9%) issues. Frequently posed methodological issues concerned 
preference heterogeneity and choice of method. Common procedural issues 
concerned how to evaluate the impact of preference studies and their degree of 
being evidence-based.

Discussion
This article provided an overview of issues with respect to the integration of patient 
preferences in HTA procedures. Most issues were of methodological and procedural 
nature; yet, the large number of different issues points to the overall importance 
of further researching the different aspects concerned with patient preferences in 
HTA. Through its ranking how many articles mention particular issues, this article 
proposes an implicit research agenda.
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INTRODUCTION

Health technology assessment (HTA) informs reimbursement and coverage 
decisions on how to allocate health care resources to different health technologies 
by carefully assessing the costs and benefits of health interventions (41). With 
the increasing focus on patient preferences in clinical practice guidelines (42–44), 
academic research (45,46) and regulatory decision making (24,47,48), it is important 
that HTA not fall behind (49). The US Food and Drug Administration defines patient 
preferences as “qualitative or quantitative assessments of the relative desirability 
or acceptability to patients of specified alternatives or choices among outcomes 
or other attributes that differ among alternative health interventions” (50). In this 
context, qualitative assessments usually refer to exploring patient preferences and 
quantitative assessments refer to eliciting patient preferences. Not aligning the 
assessment of health intervention costs and benefits with patient preferences can 
cause adherence to be very different than expected, and it can explain why many 
health interventions that have developed throughout the medical product life cycle, 
end up not being used (5). Other arguments for integrating patient preferences are 
that it is considered ethical to listen to the patient voice (2,6), it will increase patient 
satisfaction (2,51) and that HTA decision making will be more informed and more 
transparent by including patient-relevant value judgements and experiential data 
(2–4,6,51).

Although the US Food and Drug Administration has provided guidance on how 
to use patient preference information in benefit-risk assessments (50), HTA is still 
lagging behind. Patients are increasingly being involved in the HTA decision-making 
process (52,53), but how to elicit and incorporate patient preferences in a systematic 
and scientifically valid manner is still subject to debate. For example, Weernink et 
al. (54) could not find a method that performed well from a statistical and patient 
burden point of view. Janssen et al. (55) suggested further researching validity and 
reliability tests for quantitative preference methods. Facey et al. (56) discussed 
whether and how qualitative, and quantitative, patient preference studies can be 
considered robust scientific evidence. Hansen and Lee (3) questioned the validity 
of qualitative research methods. In a recently published editorial, Mott (49) stated 
that HTA needs “substantive changes” to catch up with regulatory decision making in 
the incorporation of patient preferences. He mainly questions how to weigh patient 
preference information in current HTA procedures. Facey et al. (57) highlighted the 
“substantial challenges to realising the goal of informing evidence-based patient-
centered policy.” The variety of open questions concerning patient preferences in 
HTA raised by different researchers suggest the need for a comprehensive overview 
of all challenges in the field. Therefore, the objective of this article is to provide a 
systematic review of the challenges to integrate patient preferences in HTA raised 
by literature. By doing so, an implicit research agenda is proposed.

METHODS

Study design
To identify open questions concerning the use of patient preferences in HTA, the 
following study design was used. First, literature about patient preferences in HTA 
was identified. Second, the study characteristics of the included literature were 
elicited. Third, issues related to the integration of patient preferences in HTA, as 
raised in the literature, were derived. Last, the issues were categorised according to 
thematic differences and similarities. The results were analised on three different 
levels of categorisation, namely from broad to specific: “categories”, “topics” and 
“issues”. An illustration of the study design can be found in Figure 4.

Figure 4: Study design

* The three different levels of categorization, from broad to specific were: “categories”, “topics” 
and “issues”. Elicited issues were subdivided into topics; topics (and its issues) were also 
subdivided into categories.

Identification of literature
To identify literature about patient preferences in HTA, we conducted a systematic 
review using the databases Embase, Medline Ovid, Web of Science, Scopus, Cochrane 
CENTRAL, CINAHL EBSCOhost and Google Scholar. The search terms can be found 
in Appendix 1.

Articles were deemed eligible if they met the following six inclusion criteria. 
The studies had to concern patient preferences, had to concern health technology 
assessment, and had to discuss at least one issue concerning the integration of 
patient preferences in HTA. Further, the articles had to be English-language articles, 
the full text had to be available, and the articles had to be published between 
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2013 and 2017 were included because recent publication is inherent to providing a 
contemporary overview.

After excluding duplicates and articles outside the relevant publication years, 
two of the researchers (SH and CW) independently reviewed the remaining titles 
and abstracts for eligibility. If at least one of the researchers determined that an 
article met the eligibility criteria based on title and abstract screening, a full-text 
screening was done by the researchers. If no consensus could be reached about 
the eligibility of the full text, a third researcher (EBG) was consulted. The review was 
conducted in accordance with the Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) Statement (58).

Description of study characteristics
For all eligible articles, six study characteristics were extracted. Extracted data 
included the country in which the first author was employed, whether the study 
was a theoretical or applied study, the medical context (i.e., general or disease-
specific) in which the study was conducted, and whether the article concerned 
qualitative (exploring) or quantitative (eliciting) patient preferences. In addition, 
we extracted which type of stakeholders raised the issue (e.g., respondents or the 
authors), and for which type of stakeholders the issue is relevant (e.g., patients, 
HTA bodies, or academics). Data were extracted by one researcher, after which two 
other researchers validated the findings.

Elicitation of issues
Issues concerning the integration of patient preferences in HTA were extracted from 
the literature in the broadest sense (i.e., questions, concerns, barriers, facilitators, 
and areas for further research). All study-specific elements were deleted from the 
extracted issues to allow for comparison of the issues across studies. Data were 
extracted by one researcher, followed by confirmation of two other researchers.

Three-level categorisation of issues
Two researchers (SH and CW) performed a three-level categorisation of the elicited 
issues, and a third researcher was consulted if no consensus could be reached. The 
three different levels, from broad to specific, were: “categories”, “topics” and “issues”. 
Issues were subdivided into topics; topics (and their issues) were also subdivided 
into categories. Again, an illustration of the study design is presented in Figure 4. 
To enhance consistency of the categorisation process, we defined, before analysis, 
whether a research issue would fall in only one category or topic, respectively. 
Consensus had to be reached on which category or topic best described the issue. 
As in Utens et al. (59), we used the following five categories as the broadest level of 
categorisation: conceptual, normative, procedural, methodological and practical 
issues. Conceptual issues relate to the definition and characterisation of patient 
preferences. Normative issues concern which members of society should have their 

preferences elicited. Procedural issues relate to how to integrate patient preferences 
into the existing procedures of HTA. Methodological issues address establishing 
good and accurate research practice on the topic. Practical issues address all other 
concerns of practical nature such as time and money constraints. The topics were the 
second level of categorisation. Unlike the categories, topics were not predefined and 
were established using backwards induction. The issues were grouped according to 
thematic similarities and differences; the exact name of the topic was determined 
after the issues were grouped. Included in the third level of categorisation were the 
issues themselves. The categorised data were analised in two different ways. First, 
to give insight into the variety of issues in each category and topic, respectively, the 
number of issues in each category or topic (as % of the total number of issues) was 
established. Second, to measure frequency of occurrence of the issues, the number 
of articles that mentioned each issue (as % of total number of articles) was analised.

RESULTS

Identification of literature
The database search identified 2,147 articles, of which 375 unique articles published 
in 2013-2017 were screened. Sixty-seven articles met the inclusion criteria and were 
subject to data extraction and analysis (Figure 5).

Description of study characteristics
For most of the articles containing issues regarding patient preferences in HTA, 
the first authors worked on behalf of organisations/universities in Canada (n=13; 
19%), the United Kingdom (n=13; 19%), and Germany (n=10; 15%) (Table 1). Other 
common countries of origin were the United States (n=8; 12%), Australia (n=7; 10%), 
and The Netherlands (n=6; 9%). Three-quarters of the articles (51 out of 67 articles) 
discussed the integration of patient preferences in HTA theoretically, rather than 
actually conducting a preference study. Almost two thirds of the articles (n=44) 
concerned a general medical context rather than a disease-specific context. Thirty-
one articles concerned the qualitative elicitation of preferences (46%), whereas 17 
concerned quantitative preference elicitation (25%), 9 concerned both (13%) and 
10 did not specify (15%).

Many of the research issues were raised by the authors or authors cited in the 
articles (n=52; 78%). The vast majority of first authors (73%) worked in academia; 
the remainder worked for a variety of organisations (e.g., patient organisations, 
HTA agencies and private consultants). In the remainder of articles where study 
respondents were specifically asked about the advancement of patient preference 
integration in HTA (n=15, 22%), respondents were HTA professionals (n=5), patients 
(n=4), and a variety of other respondents (e.g., healthcare professionals, caregivers 
and policy makers, n=6). Most of the issues were relevant for HTA professionals and 
academics (n=34; 51%). Other issues were relevant for HTA professionals only (n=23; 
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34%), or for a variety of HTA professionals, clinical guideline developers, patients, 
patient organisations, or clinicians (n=10; 15%). Table 1 summarises these study 
characteristics; a more elaborate overview of the study characteristics per article 
is presented in Table A 1 in Appendix 2.

Figure 5: Study selection

Table 1: Study characteristics - summary

Items N=671 %2

Country of origin Canada 13 19%

United Kingdom 13 19%

Germany 10 15%

United States 8 12%

Australia 7 10%

The Netherlands 6 9%

Other 10 15%

Type of study Theoretical 51 76%

Application 15 22%

Both 1 1%

Medical context General 44 66%

Disease-specific 23 34%

Preference elicitation Qualitative 31 46%

Quantitative 17 25%

Both 9 13%

Not defined 10 15%

Issue raised by stakeholder Authors and cited authors 52 78%

Respondents: HTA professionals 5 7%

Respondents: Patients 4 6%

Respondents: Other 6 9%

Issue relevant for stakeholder HTA professionals and academics 34 51%

HTA professionals 23 34%

Other 10 15%

Categorisation of issues
Across the five categories of identified issues, 16 topics and 37 unique research 
issues were identified from the total selection of articles. The issues were the most 
specific level of categorisation. These were subdivided into topics. In turn, the topics 
were subdivided into categories. Table 2 presents a broad overview of the research 
categories and topics. Table 3 presents the most specific level, namely, the issues. 
The analysis of the three levels of categorisation is discussed ranging from broad 
to specific.

1 Absolute number of articles.
2 Relative number of articles (as % of total of 67 articles). Percentages might not add up to 100% because 

of rounding error.
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Table 2: Relative occurrence of issues, per category of issues and per topic of issues

Category Topic # issues # mentions

N=373 %4 N=673 %4

Conceptual 1 3% 6 9%

Taxonomy 1 3% 6 9%

Normative 5 14% 34 51%

Whose preferences 4 11% 26 39%

Relevance of preferences 1 3% 11 16%

Procedural 9 24% 49 73%

Weight 3 8% 21 31%

Impact 1 3% 21 31%

Patient education 3 8% 20 30%

Evidence-based 1 3% 17 25%

HTA stage 1 3% 16 24%

Methodological 18 49% 55 82%

Choice of method 3 8% 30 45%

Internal validity 3 8% 24 36%

Generalisability 4 11% 19 28%

Sample selection 1 3% 15 22%

External validity 2 5% 9 13%

Patient characteristics 2 5% 8 12%

Reliability 3 8% 7 10%

Practical 4 11% 16 24%

Resources 4 11% 16 24%

Categories of identified issues
Of the 37 issues, one was conceptual (3%), five were normative (13%), nine 
were procedural (24%), eighteen were methodological (49%), and four were of 
practical nature (11%) (Figure 6). In terms of how often the issues were mentioned, 
methodological issues arose relatively often from the literature, namely in 55 out 
of 67 articles (82%). Procedural issues were also mentioned frequently (n=49; 73%). 
Normative issues were raised relatively less (n=34; 51%) followed by practical issues 
(n=16; 24%) and conceptual issues (n=6; 9%).

3 Absolute number of issues identified and absolute number of articles mentioning each issue.
4 Relative number of issues (as % of 37 issues) and relative number of articles mentioning each issue 

(as % of 67 articles). Percentages might not add up to 100% because most studies mentioned multiple 
issues or because of rounding error.

Figure 6: Relative occurrence of issues, per category of issues

Topics of identified issues
The 16 research topics that were extracted can be found in Table 2. Each of these 
topics contains between one and four issues. The establishment of a taxonomy 
for patient preference studies was the only conceptual topic that was raised. It 
was raised in six out of 67 articles (9%, e.g., Utens et al. (59), Brooker et al. (60), 
and DeJean et al. (61)). Normative topics included whose preferences to elicit, 
and the relevance of preference studies to patients. Whose preferences to elicit 
was mentioned most, namely in 26 out of 67 articles (39%, e.g., Rashid et al. (62), 
Gagnon et al. (63), and Buck et al. (64)). Procedural topics concerned what weight 
to give patient preferences in current HTA procedures, how to evaluate impact, 
how to educate patients in preparation for preference studies, whether and how 
patient preferences are evidence-based, and in which HTA stage to incorporate 
patient preferences. The most often mentioned procedural topics were how to 
weight preference studies in comparison to or in addition to current ethical, clinical 
and cost-effectiveness (quality adjusted life year [QALY]) procedures (n=21; 31%, 
e.g., Dirksen (2), Mühlbacher and Kaczynski (65), and Mühlbacher and Sadler (66)), 
and how to evaluate the impact of preference studies on HTA decision making 
(n=21; 31%, e.g., Dipankui et al. (67), Kreis and Schmidt (68), and Abelson et al. (69)). 
Methodological topics concerned choice of method, internal and external validity, 
reliability, generalisability, and which patient characteristics affect preferences and 
how. The most prevailing methodological topic was choice of method (n=30; 45%, 
e.g., Utens et al. (70), Wortley et al. (71), and Brereton et al. (72)), followed by internal 
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validity (n=24; 36%, e.g., Brooker et al. (60), Wahlster et al. (73), and Danner et al. 
(74)). The only practical topic that was raised concerned resource constraints in 
conducting preference studies, which was mentioned in 16 out of 67 articles (24%, 
e.g., Utens et al. (59), Hailey et al. (75), and Single et al. (76)).

Issues
Table 3 gives an overview of the 37 unique research issues and their frequency of 
being mentioned. The most frequently posed normative issues concerned whether 
the representatives of patient organisations represent the preferences of a broader 
set of individuals (n=13; 19%, e.g., Rashid et al. (62), Gagnon et al. (63), and Buck et 
al. (64)) as well as whose preferences should be elicited (n=12; 18%, e.g., Kreis et al. 
(77), Mott and Najafzadeh (78), and Thokala et al. (79)), and whether patient relevant 
outcomes and processes should be accounted for in preference studies and how 
this should be done (n=11; 16%, e.g., Evers et al. (80), Mühlbacher et al. (81), and 
Berglas et al. (82)). The most frequently posed issue of a procedural nature was how 
to evaluate impact of preference studies (n=21; 31%, e.g., Dipankui et al. (67), Kreis 
and Schmidt (68), and Abelson et al. (69)), followed by whether preference studies 
can be considered robust scientific evidence (n=17; 25%, e.g., Iskrov and Stefanov 
(83), Moreira (84), and Tordrup et al. (85)), and in which HTA stage to incorporate 
them (n=16; 24%, e.g., Hämeen-Antilla et al. (86), Weeks et al. (87), and Husereau 
et al. (88)). The most frequently raised methodological issues were about which 
methods to use for preference elicitation (n=29; 43%, e.g., Utens et al. (70), Wortley 
et al. (71), and Brereton et al. (72)) and about heterogeneity in preferences (n=18; 
27%, e.g., Wahlster et al. (73), Di Paolo et al. (89), and Doctor and MacEwan (90)). 
The most frequently mentioned practicial issues with conducting preference studies 
were cost constraints (n=13; 19%, e.g., Wortley et al. (71), Mossman et al. (91), and 
Kievit et al. (92)) and time constraints (n=11; 16%, e.g., Buck et al. (64), Brereton et 
al. (93), and Scott and Wale (94)).
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DISCUSSION

In this study, from a selection of 67 articles, we identified 37 unique research issues 
that concern the integration of patient preferences in HTA. In most of the articles, 
methodological issues were raised (82%) followed by procedural (73%), normative 
(51%), practical (24%), and conceptual (9%) issues. Frequently posed methodological 
issues were about preference heterogeneity and choice of method. Common 
procedural issues concerned how to evaluate the impact of preference studies and 
their degree of being evidence-based.

The relatively large number of unique issues shows that patient preference 
integration is by and large a relevant topic to be researched. This review includes 
theoretical and applied studies and includes studies in numerous medical contexts 
from various countries. Furthermore, the identified issues relate to qualitative 
(exploring) and quantitative (eliciting) preference methods that might vary in 
rigorousness and addressability depending on the research question concerning 
patient preferences in HTA. Given the variety of study characteristics, this review 
provides a comprehensive research agenda that is relevant for multiple stakeholders. 
The issues in the articles were relevant for HTA professionals, academic researchers, 
clinical guideline developers, patients, patient organisations and/or clinicians. 
Nonetheless, the majority of the issues were raised by academic authors of the 
articles and the articles provide little guidance on how to address the issues. Hence, 
we believe that to reach consensus on the way forward, involvement, coordination 
and collaboration between the different stakeholders is warranted.

The issues identified in this review are very much in line with other non-HTA 
specific literature (5,24) in which experts generally argue for the use of patient 
preferences in health care research. According to Ostermann et al. (5) important 
issues are internal and external validity, reliability, and preference heterogeneity, as 
well as evidence-based prediction of uptake and adherence. In a research agenda 
concerning regulatory review of medical devices, Levitan et al. (24) stated that 
validity and reliability, the choice of method, sample selection, patient relevant 
outcomes and processes, framing, patient education, and correcting for patient 
characteristics were important issues to consider. Mott (49) prioritised issues about 
weighting patient preferences in current HTA procedures. He discussed whether 
patient preferences should be incorporated within the QALY or beyond the QALY, 
and proposed multiple-criteria decision analysis (MCDA) as a new methodological 
approach to HTA. The challenges mentioned by Facey et al. (57) include the impact of 
preference studies on HTA decisions, time and cost constraints, and how to weight 
preference studies alongside clinical and cost-effectiveness studies. The authors 
also strongly highlighted the need for patient preference studies to be evidence-
based. Despite the fact that the previously mentioned authors differed in their 
prioritisation, all of the issues in their articles were also identified in our review, 
advocating its inclusiveness.

Some aspects of this review require discussion. A first limitation is that articles 
outside the scope of our definitions may have been overlooked for various reasons. 
As mentioned in some of the included articles (59–62,70,83), patient preferences 
are not clearly defined, and therefore studies concerning this topic are not easily 
retrievable. Furthermore, the integration of public preferences is sometimes 
discussed alongside the integration of patient preferences (62,64,68,69,78,87, 
95,96,100,102,103,114,120,122). Although it is an important issue to address, it was 
not the explicit goal of this research to take a stance on or provide an overview 
of whether to use patient, public, or both preferences in HTA. For an overview 
of arguments for and against public and patient preferences in health valuation, 
other literature (49,123–128) can be consulted. Other reasons for potentially having 
overlooked important research questions that are inherent to reviewing literature 
are publication lag or bias and the inclusion of only English-language articles.

Second, the process of categorisation should be interpreted with caution. 
For pragmatic reasons, study characteristics and issues were extracted by one 
researcher, followed by confirmation by two other researchers. The categorisation 
of issues was performed by two researchers, followed by confirmation by a third 
researcher, yet the issues were subjectively categorised to put them into context. 
There could be discrepancies between what was originally meant by authors 
of the articles included in the analysis, how we interpreted the issues, and how 
other researchers would interpret them. In addition, we interpreted frequency of 
occurrence as a way to measure priority. The broader the issue, the more it is likely 
to occur; so it is possible that issues unintentionally became weighted according to 
their specificity in the extraction process. The current categorisation is by no means 
intended to be definitive. However, it is a systematically retrieved overview and, 
we believe, an informative descriptive basis for a more extensive prioritisation of 
issues to advance the integration of patient preferences in HTA. Other interesting 
research that goes beyond of the scope of this article could be in-depth analysis 
about how knowledge accumulated on a particular issue or topic as listed in this 
review. In addition, it might be interesting to research how particular issues or 
topics trend together.

Third, it should be noted that HTA studies vary in the degree to which patient 
preferences are meaningful. According to the articles included in this systematic 
review, integrating patient preferences in HTA is mostly relevant for in the following 
situations: when there is no one treatment that is considered superior (2,59,60), 
when the benefits of interventions are only marginal (2), when uncertainty of the 
treatment outcome is high (44), when there are multiple alternatives that vary 
largely in terms of risk-benefit trade-offs (44), when preferences of patients are 
expected to be very heterogeneous (44), and when the treatment concerns a rare 
disease that would benefit from early HTA (80).

Based on the literature and our interpretation of the data, we recommend 
two areas for further research that are fundamental to the advancement of 
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integrating patient preferences in HTA. First, as addressed in articles included in 
this review (2,66,70,85,109) and beyond (49,123,129), the discussion as to whether 
patient preferences should be incorporated within the QALY or beyond the QALY 
is essential to the integration of patient preferences in HTA. Second, in agreement 
with articles included in this review (66,79) and broader literature (47,49,53,130–132), 
we recommend exploration of the possibilities of using multiple-criteria decision 
analysis to integrate patient preferences. Both of these procedural matters relate to 
normative changes to current HTA procedures, hence warranting further research. 
Other normative issues such as whose preferences to incorporate in HTA concern 
a choice rather than further research. To address this entire spectrum of issues 
identified in this review, especially for normative issues, there needs to be better 
communication, collaboration, and consensus between the different stakeholders 
(104,110).

In line with the increasing use of patient preferences in various medical contexts, 
the integration of patient preferences in HTA is expected to contribute to better 
decision making, and to increase uptake, adherence, and patient satisfaction. So, 
what is next for patient preferences in HTA? Methodological and procedural issues 
were mentioned most; yet, the large number of different issues advocates the 
overall importance of a multi-stakeholder and holistic approach to the integration 
of patient preferences in HTA. By providing a contemporary overview of issues 
in the literature, this review is an important first step towards the integration of 
patient preferences in HTA in a systematic and scientifically valid manner. The next 
step requires coordination and collaboration between the different stakeholders 
to reach consensus on the way forward.
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HIGHLIGHTS

• Decisions about health often involve risk, and risk preferences may vary 
between people.

• Interest in health preference heterogeneity and the role of risk is increasing.
• Modelling health-risk attitude as an individual characteristic underlying 

preference heterogeneity has the potential to improve model fit and model 
interpretations.

• Further research into the relationship between health-risk attitude and 
preference heterogeneity is warranted.

ABSTRACT

Introduction
Decisions about health often involve risk, and different decision-makers interpret 
and value risk information differently. Furthermore, an individual’s attitude 
towards health-specific risks can contribute to variation in health preferences and 
behaviour. This study aimed to determine if and how health-risk attitude (HRA) and 
heterogeneity of health preferences are related.

Methods
To study the association between HRA and preference heterogeneity, we selected 
three Discrete Choice Experiment (DCE) case studies in the health domain that 
included risk attributes and accounted for preference heterogeneity. HRA was 
measured using the 13-item Health-Risk Attitude Scale (HRAS-13). We analysed two 
types of heterogeneity via panel latent class analyses, namely how HRA relates to 
1) stochastic class allocation and 2) systematic preference heterogeneity.

Results
Our study did not find evidence that health-risk attitude as measured by the HRAS-
13 distinguishes people between classes. However, we did find evidence that the 
HRAS-13 can distinguish people’s preferences for risk attributes within classes. This 
phenomenon was more pronounced in the patient samples than in the general 
population sample. Moreover, we found that numeracy and health literacy did 
distinguish people between classes.

Discussion
Modelling health-risk attitude as an individual characteristic underlying preference 
heterogeneity has the potential to improve model fit and model interpretations. 
Nevertheless, the results of this study highlight the need for further research 
into the association between health-risk attitude and preference heterogeneity 
beyond class membership, a different measure of health-risk attitude, and the 
communication of risks. 
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INTRODUCTION

Decisions about health often involve risk, but at the same time it must be recognised 
that different decision-makers interpret and value risk information differently 
(133,134). For example, some people prefer a small chance of full recovery, over 
a more certain but moderately good outcome, and others vice versa. Examples 
such as these portray why patients’ decisions sometimes conflict with physicians 
expectations or advice (135). The psychological construct that describes how people 
make decisions under uncertainty is called risk attitude (136), which has been 
shown to affect health policy decisions on an aggregate level when incorporated 
in analyses (137,138). Also on an individual level, attitude towards health-specific 
risks contributes to heterogeneity in health preferences and behaviour (139,140). 
Insights into the relationship between risk attitude and preference heterogeneity in 
health can improve the accuracy with which uptake and adherence to treatment are 
predicted (141,142). In addition, they can be informative when alternatives largely 
vary in terms of benefit-risk or when treatment outcomes are highly uncertain 
(44,143), for example, by providing information tailored to varying health-risk 
attitudes in clinical practice, or for patient subgroup considerations in benefit-risk 
assessments. Although researchers generally agree that risk attitude plays a role in 
healthcare decision making, there is no consensus on how to operationalise it (144). 
Risk attitude is often domain-specific (145,146); it covers both risk perception and 
risk-taking behaviour, although these can be conflicting concepts (146,147), and risk 
attitudes as measured in questionnaires do not always translate to the real world 
(148,149). As such, studying the relationship between health-risk attitude and health 
preferences is rather complex.

Health preferences are often elicited via Discrete Choice Experiments (DCEs), 
a method to quantify preferences for alternative health interventions by letting 
respondents repeatedly trade-off alternatives that are described using a variety 
of attributes and levels (22). They are increasingly used to incorporate patients’ 
preferences in various medical contexts that concern benefit-risk decision making, 
such as clinical guidelines, regulatory decision making and health technology 
assessment of these health interventions (22,50,150). Many of the health 
interventions described in DCEs include one or more risk attributes. Harrison et 
al. systematically reviewed DCEs with a risk attribute in the field of health, and 
found that few of these DCEs incorporated individual characteristics underlying risk 
preferences (151). Only Tsuge et al. elicited subjective risk perception, and found that 
it influenced willingness to pay in their discrete choice experiment (152). None of the 
other identified studies elicited risk attitude; instead, they derived it from responses 
to the choice tasks and used this information in their statistical analysis. In line with 
the increasing use of and demand for analysing heterogeneity in DCEs (22,153,154), 
Russo et al. systematically reviewed individual characteristics underlying the 
decision-making process and their relation to preference heterogeneity (144). They 

identified risk attitude as one important, yet marginally studied, factor relating to 
preference heterogeneity; experts agreed with this assessment (143). Furthermore, 
studies that assess risk in health-related DCEs focus on risk communication 
rather than risk attitude (155,156). While individual characteristics such as health 
numeracy, health literacy and decision-making style (also identified by Russo et al. 
(143)) are increasingly found to be related to preference heterogeneity (157,158), 
the complexities associated with the operationalisation of risk attitude hampers 
studying the relationship between risk attitude and preference heterogeneity (144).

Therefore, the purpose of this study therefore is to determine if and how 
health-risk attitude and heterogeneity of health preferences are related by means 
of three case studies, using the relatively new Health-Risk Attitude Scale (HRAS-
13), which aims to overcome some of the operational complexities (147). To assess 
the relationship between the HRAS-13 and heterogeneity, we studied two types of 
heterogeneity, namely 1) stochastic class assignment and 2) systematic preference 
heterogeneity.

METHODS

Case studies
To study the association between health-risk attitude and heterogeneity of 
preferences, we selected three DCE case studies in the health domain that had at 
least one attribute that implicitly or explicitly concerned risks and for which we could 
gain the authors’ consent to share the data for this purpose. The studies differed in 
terms of their topic, country, study population, number of respondents, and their 
DCE design leading to an increased generalisability of the results. An overview of the 
case studies and their DCE designs can be found in Table 4 (159–161). Attributes and 
levels were selected based on literature reviews, focus groups and interviews; these 
are presented in Table 5. The first case study concerned the treatment preferences 
of patients with Multiple Sclerosis (MS) in The Netherlands, France and the United 
Kingdom (159). Inclusion criteria were the following: aged 18 years or older, diagnosis 
of MS, and living in one of these three European countries. Respondents were 
recruited online via the commercial sampling company Survey Engine (N=753). 
Three out of four attributes were explicitly described as risks to questionnaire 
respondents. The second study analysed preferences regarding antibiotics usage 
in Sweden (160). An online sample of respondents between 18 and 65 years old was 
recruited from the Swedish general public (N=378). Respondents were recruited 
online via Dynata, a commercial sampling company. Three out of five attributes 
concerned risk, two of them in percentages and the third in words. The third study 
concerned care for hip-and knee osteoarthritis (HKOA) in The Netherlands (161). 
Respondents aged 45 years and over with or hip- or knee- osteoarthritis were 
recruited online, also via Dynata (N=648). In contrast to the other two studies, none 
of the attributes were explicitly described to respondents as being related to risks. 

3
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Nevertheless, based on the relationship between time preference and risk aversion, 
“waiting time in weeks” was classified as a risk attribute (162,163). The number and 
type of professionals involved was also classified as a risk attribute because health 
anxiety increases the belief that specialist referral is needed, and health anxiety was 
found to be driven by risk aversion (164,165). More details about the three studies 
are published elsewhere (159–161).

DCE design and questionnaire
In all studies, a Bayesian heterogeneous DCE design was created using Ngene 
ChoiceMetrics software (166) to maximise D-efficiency. Initial priors were based 
on literature, focus groups, and interviews with experts or members of the study 
population in the pre-piloting phase. Based on the results of a standard multinomial 
logit (MNL) model, the priors and the design were optimised once 10% of the 
required sample completed the questionnaire. In Study 1, the final experimental 
design contained 30 choice tasks that were divided into two blocks of 15 choice tasks. 
Each choice task had two generic alternatives (“Treatment 1” and “Treatment 2”) that 
were characterised by a selection of attribute levels and the third alternative (“No 
treatment”) allowed respondents to not choose any of the alternatives presented 
(opt-out). The design of the second study consisted of 48 unique choice tasks divided 
over three blocks of 16 choice tasks. Each choice task had two generic alternatives. 
In Study 3, the design consisted of 24 choice tasks and was divided into two blocks 
of 12 choice tasks. Again, each choice task had two generic alternatives. Examples 
of the choice tasks are given Figure A 1, Figure A 2, and Figure A 3 in Appendix 3.

To assess health-risk attitude, we used the 13-item Health-Risk Attitude Scale 
(HRAS-13) (147). The HRAS-13 is context-specific, and its items relate to medical 
treatment, the importance of health, general attitude towards risk-taking in health 
and care, and consideration of the future consequences of health behaviours. 
Advantages of using this scale are that 1) context-specific scales are found to better 
predict risk behaviour (148,167); 2) it overcomes the discussion about whether risk 
attitude is context dependent or whether a general risk attitude exists (146,147); 
and 3) it avoids the need to differentiate between risk-taking behaviour and risk 
perception (146,147). The items of the HRAS-13 were rated on a seven-point Likert 
scale from “completely disagree” to “completely agree”. Total scores for the HRAS-13 
were obtained by reverse-scoring seven of the items that are phrased negatively 
and then summing the scores to each item. Scores range between 13 and 91. 
Respondents with a lower HRAS-13 score are more health risk averse, while a higher 
HRAS-13 score indicates a more risk-prone attitude towards health risks. In addition, 
the questionnaires contained questions about health, age, gender, and education 
level. Health was measured using a visual analogue scale ranging from 0 to 100 in 
Study 1 and Study 3, while using a five-point Likert scale from “very poor” to “very 
good” in Study 2. 
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Age was measured on a continuous scale. Gender had three categories, namely 
“female”, “male” or “other”. Education level was measured according to the European 
Qualification Framework (168) and categorised as “low”, “medium” or “high” in 
accordance with the Dutch Qualification Framework and Statistics Netherlands 
(169,170). In addition, Study 1 and Study 2 also contained questions about health 
literacy and numeracy. Health literacy was measured using the Communicative 
Health Literacy and Critical Health Literacy scale (171). The scale consists of five 
items on a four-point Likert scale that ranges from “never” to “always”. Based on 
the average scoring system in De Bekker-Grob et al. and the three categories by 
Ancillotti et al., respondents with an average score of two or lower were categorised 
as “inadequate”, those between two and three were categorised as “problematic”, 
and those with an average score larger than three were deemed “sufficient” 
(160,172,173). The Dutch version of the scale (174) has more items than the original 
(Japanese) version (171) and the Swedish version (175). In addition, the Dutch version 
uses a four-point Likert scale rather than a five-point Likert scale. Study 1 was based 
on the Dutch version (and translated from Dutch to English and French); Study 
2 was based on the Swedish version. For comparability between studies, health 
literacy was calculated using only the five items that were in the Swedish version, 
and responses in Study 2 were recoded so that they were also rated on a four-
point Likert scale (divide each item score by 5, and multiply by 4/5). Numeracy was 
measured using the three-item version of the Subjective Numeracy Scale (SNS-3) 
(176). Based again on Ancillotti et al. and De Bekker-Grob et al. and (160,172,173), 
items were scored on a six-point Likert scale ranging from “not good at all/never” 
to “extremely good/very often” (160,172,173). Respondents with an average score 
below two were categorised as “inadequate”, those with a score between three and 
four were categorised as “problematic” and those with an average score higher than 
five were deemed “sufficient”.
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Analysis of health-risk attitude and preference heterogeneity
Panel latent class models were used to analyse heterogeneity of preferences. These 
models account for the multiple choice sets each respondent completed (i.e., panel-
structure), and they capture unobserved heterogeneity of preferences using a 
discrete number of classes (i.e., latent classes) (177–179). Following random utility 
theory, class allocation of respondent  n  in class  c  is based on choices for choice set   
s  of each alternative  j, and is given by . The utility consists of an observable 
component  v  and a random component  which is formally written as follows:

(1)

Here  is a class-specific vector describing the preference weights of the attributes 
and levels  for respondent  n  for choice set  s  in alternative  j. The exact 
model specification differed per study; the specification of the alternative specific 
constant(s), linearity of the attributes, and the number of classes were based on 
model fit and with consideration for class size and interpretability of the main-
effects model.

To understand whether and how health-risk attitude and preference 
heterogeneity are related, we analysed two types of heterogeneity, namely 1) 
stochastic class assignment and 2) systematic preference heterogeneity. Both types 
of heterogeneity were included jointly to disentangle the different potential sources 
of preference heterogeneity. The impact of health-risk attitude on stochastic class 
assignment was included to analyse whether health-risk attitude could distinguish 
preferences between classes, i.e., whether it distinguished preferences for risk-
related attributes as well as non-risk-related attributes. For matters of completeness, 
the class assignment model also included other variables based on their relationship 
with health-risk attitude and/or preference heterogeneity. The propensity of class 
membership  is specified as a linear-in-parameters function consisting of a 
constant term  plus the variables health (139,147,157) (dichotomised based on 
median-split, good vs. rest), age (157,180) (continuous), gender (136,147,157,180) 
(male vs. female), education level (136,157) (high vs. rest), and if applicable numeracy 
(157,180) and health literacy (157,158) (sufficient vs. rest), thus:

(2)

The stochastic term  ωnc  is assumed to be EV Type 1 (Gumbel) independent and 
identically distributed across classes, yielding a polytomous MNL model for 
the probability of class membership (yielding a polytomous MNL model for the 
probability of class membership (note that the coefficient vector for one class must 
be set to zero):

(3)

Statistically significant    coefficients (as indicated by p<0.05) indicate that a certain 
variable contributed to the class assignment model. For example, a positive and 
statistically significant    coefficient of HRAS score in class 1, would mean that 
respondents with higher HRAS scores are more likely to be allocated to class 1 than 
the reference class. Nevertheless, a nonsignificant coefficient means that differences 
in HRAS scores do not explain differences in overall preference structures between 
the classes.

In parallel, we assessed the relationship between health-risk attitude and 
systematic preference heterogeneity by interacting the risk-related attributes with 
respondents’ health-risk attitude. A statistically significant HRAS interaction term 
(again as indicated by p<0.05) with a risk-related attribute, for example, in class 1, 
is interpreted as health-risk attitude explaining preference heterogeneity of that 
attribute within that class.

To assess the impact of including health-risk attitude, in each study we compared 
log-likelihood of the model that included health-risk attitude in the class allocation 
model and used interactions with a model that did not do either but was equal in all 
other aspects. Log-likelihood statistics were compared using likelihood ratio tests, 
as the number of classes is equal between models. All analyses were performed 
in Nlogit 6.

RESULTS

Respondents
Given the varying study contexts, inclusion criteria, and study designs, the three 
studies had different types of respondents (see Table 4 for an overview of the case 
studies). The studies consisted of 753, 378 and 648 respondents, respectively. 
In Study 2, the general public sample, HRAS-13 scores were generally higher 
(more positive attitude towards health risks) and more dispersed than in the MS 
sample (Study 1), and the hip-and knee osteoarthritis sample (Study 3). In Study 1, 
respondents were less healthy (mean=60.6) than in Study 3 (mean=68.8); they 
were younger (mean=42.0), mostly female (67.9%) and highly educated (47.3%). 
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Furthermore, the sample of Study 1 was less literate and slightly less numerate than 
in Study 2. In the second study, most people had a good (43.1%) or very good (15.3%) 
health. The sample of Study 2 was slightly older than in the first study, but younger 
than in the third. As in Study 1, most respondents were highly educated (51.3%). 
In Study 3, respondents were oldest (mean=61.7), 55.4% were female, and fewer 
(25.3%) were highly educated than in the other studies. No data was collected on 
health literacy and numeracy. An overview of these respondent characteristics can 
be found in Table 6, while more information about the relationship between HRAS-
13 scores and other background variables is presented in Table A 2 in Appendix 4.

Table 6: Respondent characteristics per study

Study 1 -
MS

Study 2 - 
antibiotics

Study 3 - 
HKOA

Characteristic Category N (%) N (%) N (%)

N 753 (100) 378 (100) 648 (100)

HRAS-13 score, mean (SD) 44.5 (9.2) 60.2 (9.8) 49.0 (5.4)

HRAS-13 score, median 46 60 50

HRAS-13 score, range 18-70 19-86 29-65

Health, mean (SD) 60.6 (20.3) - 68.8 (19.6)

Health, median 65 Good 73

Health, categories Very poor - 6 (1.6) -

Poor - 38 (10.1) -

Neutral - 113 (29.9) -

Good - 163 (43.1) -

Very good - 58 (15.3) -

Health, categories median 
split

High: >median 386 (51.3) 58 (15.3) 323 (49.8)

Low: ≤median 367 (48.7) 320 (84.7) 325 (50.2)

Age, mean (SD) 42.0 (12.1) 43.3 (13.6) 61.7 (8.9)

Gender Female 512 (67.9) 208 (55.0) 359 (55.4)

Male 241 (32.1) 169 (44.7) 289 (44.6)

Other 0 (0.0) 1 (0.3) 0 (0.0)

Education level Low 188 (25.0) 70 (18.5) 207 (31.9)

Medium 201 (26.7) 108 (28.6) 275 (42.4)

High 356 (47.3) 194 (51.3) 164 (25.3)

Other 8 (1.1) 6 (1.6) 2 (0.3)

Table 6: Continued.

Study 1 -
MS

Study 2 - 
antibiotics

Study 3 - 
HKOA

Characteristic Category N (%) N (%) N (%)

Health literacy Inadequate 96 (12.7) 8 (2.1) -

Problematic 497 (66.0) 117 (31.0) -

Sufficient 160 (21.2) 253 (66.9) -

Numeracy Inadequate 51 (6.8) 23 (6.1) -

Problematic 331 (44.0) 154 (40.7) -

Sufficient 371 (49.3) 201 (53.2) -

Health-risk attitude and preference heterogeneity
An overview of the results per study are presented in Table 7 and Table 8 described 
below; for further information, the full results are presented in Appendix 5 (see Table 
A 3, Table A 4, and Table A 5). In none of the studies were HRAS-13 scores statistically 
significantly related to stochastic classification of preferences. This indicates that 
parameters in the utility function were not jointly dependent on health-risk attitude 
for any of the classes in any of the studies. Nevertheless, numeracy was related to 
class allocation (p=0.020) in Study 1. In Study 2, age (p=0.004) and health literacy 
contributed to class allocation (p=0.012) in class 1 and 2 respectively. In Study 3, age 
explained class allocation in two classes (p=0.004 and p=0.040).

In contrast, systematic heterogeneity as measured by interactions between 
health-risk attitude and risk attributes was present in some risk attributes of the 
studies. In Study 1, the MS patient sample with three risk attributes phrased using 
percentages, we found systematic preference heterogeneity for all risk attributes in 
the first and largest class. In this class, health-risk attitude significantly moderated 
the effect of reducing the risk of relapse and reducing disease progression (p<0.001 
for both) and the risk of rare severe side effects (p=0.020). In the second class, only 
the interaction between health-risk attitude and reducing risk of relapse (p=0.003) 
was significant. In addition, the second study, concerning the antibiotics context 
with a general public sample, had three classes and three risk attributes. Health-
risk attitude explained part of the heterogeneity for treatment failure rate (p=0.019) 
in one of the classes but not in the other two. The interaction effects with the 
other risk attributes, however, were not significant in any of the classes. In the third 
study about patients’ preferences for hip-and knee osteoarthritis treatment, two 
attributes implicitly concerned risk. In two of the four classes, health-risk attitude 
explained heterogeneity of preferences for waiting time (p= 0.001 for both) but 
not for professionals involved. As shown in Table 8, inclusion of HRAS-13 scores 
significantly improved the model fit only in Study 3 (χ2=37.9, df=15, p<0.001). In the 
other studies, the improvement was not statistically significant.
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Table 8: Model fit per study

Statistic Study 1 - 
MS

Study 2 -
antibiotics

Study 3 - 
HKOA

Log-likelihood (-) Excl. HRAS 9389.98 3009.38 4215.38

Incl. HRAS 9383.08 2999.73 4196.44

Number of parameters Excl. HRAS 29 41 47

Incl. HRAS 38 61 62

Likelihood ratio test χ2 13.8 19.3 37.9

Df 9 20 15

p-value 0.130 0.502 <0.001

DISCUSSION

Hence, where does health-risk attitude come into the equation when researching 
preference variation? Our study did not find evidence that health-risk attitude as 
measured by the HRAS-13 distinguishes people between classes. Nevertheless, we 
did find evidence that the HRAS-13 can distinguish people’s preferences for some 
risk attributes within classes. This association between health-risk attitude and 
preference heterogeneity was stronger in the case studies where respondents were 
sampled from a patient population than in the case study that used a general public 
sample. Respondents in the patient samples were also more health-risk averse 
than members of the general public. In the first case study, which used a patient 
sample, health risk attitude explained the heterogeneity of preferences for most 
attributes in both classes, but it did not significantly improve the model fit. In the 
third study, which also used a patient sample, health-risk attitude was related to 
heterogeneity of preferences for one attribute in two out of four health preference 
classes. Although the two risk attributes of this study only implicitly concerned risk, 
it was the only study in which the model fit statistically significantly improved by 
incorporating health-risk attitude.

Furthermore, we found that numeracy, health literacy, and age impacted 
stochastic class allocation, meaning that these characteristics could distinguish 
preferences between classes for risk-related attributes as well as non-risk-related 
attributes. In the study where numeracy impacted class allocation, all risk attributes 
were phrased using percentages. In the study where health literacy impacted class 
allocation, one of the risk attributes was described in words. Moreover, numeracy 
and literacy were among the characteristics that improved external validity when 
accounted for in preference heterogeneity in De Bekker-Grob et al. (157), and 
among the psychological constructs with the strongest consensus to be included 
in preference studies in the review of Russo et al. (143). Our results suggest that 

risks are in some way related to preference heterogeneity, either directly when 
health-risk attitude distinguishes people’s preferences within classes or indirectly 
when people have varying levels of numeracy and literacy.

The relevance of these results is threefold. Firstly, the impact of health-risk 
attitude on preferences should be explored beyond class membership by interacting 
the health-risk attitude with the risk-related attributes. This is expected to be mostly 
relevant in contexts where alternatives largely vary in terms of benefit-risk, when 
treatment outcomes are highly uncertain, or when patients are risk-averse. In 
those contexts, accounting for health-risk attitude has the potential to improve 
model fit and model interpretations. Secondly, the impact of health-risk attitude 
on preferences should be explored using a different measure than the HRAS-13. 
Given that we did not find strong evidence for this using the HRAS-13, which is a 
health-specific instrument of which the items cover a broad range of health domains 
(147), an option would be to use a more targeted measure of health-risk attitude in 
DCEs. In addition, one could research the relationship between health preference 
heterogeneity and measures that use a narrower definition of risk attitude (e.g., the 
standard gamble method (181–183) or the Balloon Analogue Risk Task (BART) (184)). 
Such studies can confirm if indeed health-risk attitude is not linked to preferences as 
strongly as anticipated (143,144), or whether it could be explained by the relatively 
low levels of variance in the HARS-13 scores in the case studies. As outlined in the 
methods section, we do recommend sticking to a health-specific measure of risk 
attitude. Thirdly, as numeracy and health literacy were found to impact stochastic 
class allocation, our results add to existing literature that stresses the importance 
of the communication of risks (i.e., presentation, framing, training materials and 
analysis) in DCEs (e.g., Harrison et al. (151), Veldwijk et al. (158) and Peters et al. 
(185)). In this study, we analysed a wide range of risk attributes. Although we did 
not observe clear differences in the relationship between health-risk attitude and 
preference heterogeneity based on the type or phrasing of the risk attribute, we find 
that numeracy explained heterogeneity in the study in which risks were presented 
using percentages, while literacy explained heterogeneity in the study where some 
risk attributes were phrased using percentages and some using words.

A strength of this study is that it is among the first to research health-risk attitude 
as an individual characteristic underlying heterogeneity in health preferences, and 
thereby responds to the call for this type of research (143,144,151). The case studies 
provide a cross-European comparison in three different health contexts with varying 
degrees of risk and study population leading to an increased generalisability of the 
results. Nevertheless, the differences in samples also make it harder to identify 
the source of similarities and differences in results between the studies. Given that 
secondary data was used for the current study, comparability across the studies is 
limited. In future research, it would be interesting to set up studies with the specific 
aim to compare the impact of health-risk attitude across different populations and 
risk attributes. It should also be noted that it is unclear whether respondents’ level 
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of perceived riskiness of the attributes is in line with what was determined by the 
researchers. As risk perception and risk behaviour are not always aligned (146), we 
recommend future research in this area to also elicit respondents’ risk perception 
at an early stage of DCE development. Furthermore, this research focussed on 
improving model fit and model interpretations from the perspective of internal 
validity. Given the mixed evidence regarding the predictive ability of questionnaire-
based measures of risk-attitude (148,149,167), it would be interesting to also study 
if and how health-risk attitude and heterogeneity of health preferences are related 
from the perspective of external validity and individual-level prediction accuracy, 
for example as in De Bekker-Grob et al. (172).

In conclusion, our study did not find evidence that health-risk attitude as 
measured by the HRAS-13 distinguishes people between classes. Nevertheless, 
we did find evidence that the HRAS-13 can distinguish people’s preferences for 
risk attributes within classes. This phenomenon was more pronounced in the 
patient samples than in the general population sample. Furthermore, we found 
that preference heterogeneity is impacted by numeracy and health literacy. These 
results warrant the relevance of further research into preference heterogeneity 
beyond class membership, a different measure of health-risk attitude, and the 
communication of risks.

3
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HIGHLIGHTS

• We compare preferences elicited using best-worst, best-best or ranking 
DCE using six criteria.

• Preferences differ depending on the elicitation method used.
• Preferences elicited from first choices differ from second choices, especially 

in best-worst.
• Our results suggest using single-best DCE rather than best-worst, best-best 

or ranking.
• If moving beyond a single-best DCE, best-best and ranking are preferred.

ABSTRACT

Introduction
This study undertook a head-to-head comparison of best-worst, best-best and 
ranking discrete choice experiments (DCEs) to help decide which method to use if 
moving beyond traditional single-best DCEs.

Methods
Respondents were randomised to one of three preference elicitation methods. 
Rank-ordered (exploded) mixed logit models and respondent-reported data were 
used to compare methods and first and second choices.

Results
First choices differed from second choices and preferences differed between 
elicitation methods, even beyond scale and scale dynamics. First choices of best-
worst had good choice consistency, scale dynamics and statistical efficiency, 
but this method’s second choices performed worst. Ranking performed best on 
respondent-reported difficulty and preference; best-best’s second choices on 
statistical efficiency.

Discussion
All three preference elicitation methods improve efficiency of data collection relative 
to using first choices only. However, differences in preferences between first and 
second choices challenge moving beyond single-best DCE. If nevertheless doing so, 
best-best and ranking are preferred over best-worst DCE. 
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INTRODUCTION

Discrete Choice Experiments (DCEs) are widely used to answer a range of research 
questions relating to health care preferences (22,186). More recently academic 
interest in the way in which respondents process information and in which DCE 
questions are asked has been increasing (187–190). In DCEs it is standard practice to 
elicit preferences by repeatedly presenting respondents with a range of alternatives 
presented in choice sets. In each choice set, respondents evaluate alternatives that 
differ in their attribute levels. These traditional DCEs only ask respondents to choose 
the best alternative per set. In addition to asking respondents their single-best 
alternative, there is an increasing interest in obtaining more preference information 
per set by also asking respondents to choose among the remaining alternatives, 
which can lead to elicitation of a full preference order. These additional observations 
per choice set offer three potential benefits. Firstly, a smaller sample size is required 
to obtain similar efficiency, i.e., similar standard errors, which might be useful if there 
are budget constraints, or if the research population is small (191–194). Otherwise, 
one can choose to work with the same sample size, but present fewer choice sets 
to each respondent to decrease respondent burden and still have similar efficiency. 
Lastly, it facilitates more advanced analyses like the estimation of individual-level 
models (195–197). Especially in health, these potential benefits have encouraged 
researchers to move beyond single-best DCE.

Full preference orders that go beyond single-best DCE can be elicited by 1) 
ranking all alternatives simultaneously, 2) repeatedly choosing the best and the 
worst alternatives, or 3) repeatedly choosing the best alternatives. Ranking has 
been used in discrete choice experiments for many years (198–200). It provides 
a full preference order, and the sequence in which alternatives are ranked can 
be specified by the researcher or left up to the respondent. However, it has been 
argued to be burdensome and the stability of the results have been found to differ 
per rank (191,201–203). Best-worst DCE is another method to elicit partial or full 
preference orders that has been proposed to overcome cognitive burden (204). In 
best-worst DCE, respondents are asked to choose the best and worst alternative 
from a set of at least three alternatives7. This can be sequential (i.e., first choosing 
the best alternative, then worst and repeat this for the remaining alternatives until 
all alternatives are eliminated) or simultaneous (i.e., choosing the best and worst 
alternative at the same time and repeat this until a full preference order is reached). 
Regardless of the way in which best and worst choices are elicited, there are studies 
that question whether positive (i.e.,best) choices and negative (i.e.,worst) choices 
have the same underlying mental processes (207–210). As outlined in Dyachenko, 
in addition to the decision sequence affecting preferences if best and worst choices 

7 Best-worst scaling was first introduced by Finn and Louviere (205). There are three types of best-worst 
scaling that differ in the respect that respondents either evaluate objects (case 1), attributes (case 2) 
or alternatives (also called multi-profile or BWDCE, case 3) (192,206).

are elicited sequentially, the mere framing of best and worst choices may lead to 
two different mental processes (208). To overcome this, the method best-best DCE 
(BBDCE) was introduced relatively recently to avoid the need to swap between 
positive and negative mental processes (211). This third method to move beyond 
traditional single-best DCE is characterised by eliciting single-best choice, second-
best choice from the remaining alternatives and so on until a full preference order 
is obtained.

If the objective is to obtain more preference information per choice set than 
from a traditional single-best DCE, key, to date unanswered, questions are 1) which 
of best-worst DCE, best-best DCE and ranking is most appropriate to do so and 2) 
what are potential downsides if using one of these elicitation methods?

We identified fifteen studies that empirically compared elicitation methods 
that move beyond single-best DCE. These can be arranged into three categories, 
namely studies that explored differences in choices (a) within a preference elicitation 
method (e.g., differences between best and worst choices in BWDCE); (b) between 
preference elicitation methods (e.g., differences between BWDCE and ranking); or (c) 
both within and between methods. None of these studies provide a head-to-head 
comparison of choices within and between best-worst (BWDCE), best-best (BBDCE) 
and ranking DCE, i.e., (c) above with all three methods. Instead, they were restricted 
to a comparison of (usually subsets of) best-worst, ranking, and traditional single-
best DCE and only one included best-best DCE. Most were performed outside health. 
We provide an overview of the identified studies below and their characteristics in 
Table A 6 in Appendix 6 with their results discussed in more detail in the Online 
Supplementary Material of the published article.

Six studies were of type (a), meaning preferences were elicited using the same 
method but first, second and/or follow-up choices were analysed separately 
(191,192,201,207,210,212). These studies compared choices within a preference 
elicitation method, but they did not compare between different elicitation methods. 
Only Lancsar et al. (192) studied choices in the health domain. They generally found 
differences in preferences, scale, and/or efficiency between choices. Another six 
studies experimentally compared a subset of the methods that move beyond DCE 
or compared one or two of these methods to traditional single-best DCE, i.e., (b) 
above (213–218). These studies compared different elicitation methods but did not 
compare choices within a preference elicitation method. They found differences 
in preferences, respondent burden, predictive ability, and/or scale. Only Xie et al. 
studied choices in the health domain (213).

Hawkins et al., Krucien et al., and Giergiczny et al. studied differences both 
within and between methods, i.e., (c) above, but found conflicting results regarding 
similarity of preferences and none compared ranking, BBDCE and BWDCE 
(209,219,220). None compared all three of ranking, BBDCE and BWDCE. Krucien et 
al. was the only study that compared choices within and between methods in the 
health context (219). Hawkins et al. compared three types of elicitation methods: 
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best choice, worst choice, and best-worst choices (209). They found that the first 
choices were similar, regardless of the presence of a second choice. Also, best 
and worst choices were inversely related, based on which the authors conclude 
that they are based on the same underlying information. Krucien et al. compared 
the same methods as Hawkins et al. but found that preferences differed between 
choices, even beyond scale (210,219). Choice consistency was higher in best choices. 
Giergiczny et al. compared best-best and best-worst elicitation methods and single-
best, best-best and best-worst model specifications (220). They found in both 
elicitation methods that willingness to pay estimates from models using all choices 
were significantly different from estimates in models using only first choices, even 
if correcting for scale. However, preferences and scale parameters were similar 
between elicitation methods if the data were modelled using the same (recoded) 
exploded logit specification.

While all these studies provide interesting and varied insights into the various 
elicitation methods and their first, second and/or follow-up choices, none provide 
a comparison within and between methods in best-worst, best-best and ranking 
DCEs. As such, the primary objective of this study was to undertake a head-to-
head comparison of choices within and between methods in best-worst, best-best, 
and ranking DCEs to inform the decision on which preference method to use if 
wanting to move beyond traditional single-best DCE. We focus on the health domain, 
namely by eliciting preferences for Australian obesity reduction policies. To provide 
a practical overview of the advantages and disadvantages of all three methods, we 
compare them using six criteria. Four criteria are defined using choice modelling 
estimates, namely: 1) trade-off consistency; 2) choice consistency; 3) scale dynamics, 
interpreted as learning or fatigue effects; and 4) statistical efficiency. The remaining 
two criteria are based on respondent-reported data, namely 5) difficulty, and 6) 
respondent stated preference between the three preference elicitation approaches. 
Each criterion is defined in the methods section, along with an explanation of the 
study format and the details of the analyses. Results are presented per assessment 
criterion, followed by a discussion of the findings.

METHODS

Study format
To enable a direct comparison between best-worst DCE, best-best DCE and ranking 
DCE, the study consisted of three treatment arms that each represented one of 
the methods. Importantly, the experiments per arm were identical (same choice 
sets, versions etc.) except that the elicitation task, i.e., the choice questions asked, 
differed. Respondents were randomised to one of three arms. The questionnaire 
involved four parts. Firstly, respondents answered screening questions that 
enabled quota sampling. Secondly, respondents were presented with 16 DCE 
choice sets (see “Attributes, levels and data collection”). In the BWDCE and BBDCE 

arms respondents faced two choices per choice set. In the first choice they were 
asked to choose their most preferred alternative. This chosen alternative was then 
removed from the choice set. Respondents were subsequently asked to choose 
their worst or best alternative from the remaining alternatives, respectively in best-
worst and best-best. The resulting choices implied a complete preference order 
over the three alternatives per choice set in each of these elicitation methods. In 
the ranking arm, respondents were asked to provide an explicit preference order 
by placing a 1 under the alternative they most preferred, a 2 under the alternative 
they next most preferred and a 3 under the alternative they preferred least. All 
alternatives were visible until the respondent provided the full preference order 
and moved to the next choice set. Examples of the choice tasks can be found in 
the Online Supplementary Material of the published article. Thirdly, respondents 
answered questions about the DCE. In particular, they stated the perceived difficulty 
of the experienced elicitation method and their preference between each of the 
three elicitation methods: one of which they had experienced, the other two were 
described to them. Lastly, respondents answered socio-demographic, health-
related and attitudinal questions relating to obesity.

Attributes, levels and data collection
The study concerned taxpayer preferences for healthcare policies to reduce obesity 
in Australia. For more information about the attributes, levels, experimental design, 
and the online questionnaire design, please see Lancsar et al. which explores 
preferences based on single-best data (221). Attributes in the study were policy 
type, effectiveness in reducing obesity rates, and cost in terms of higher taxes. The 
attributes and their levels are described in Table 9.

A total of 256 choice sets were blocked into 16 versions of 16 choice sets. As 
mentioned earlier, respondents were randomised to one of three arms. Within 
each arm respondents were randomised to one of the 16 versions of 16 choice sets. 
Each choice set consisted of three alternatives. Two alternatives were generic and 
designed to vary per choice set (Policy A and Policy B), the other alternative was a 
constant status quo that reflected the current situation. This current situation was 
described as no additional policy interventions, no change to the projected obesity 
rate (i.e., 32% would be obese in 2020) and no additional cost. The questionnaire 
was administered to a sample of taxpayers from an online panel, representative 
of the Australian population of taxpayers in age and gender. The sample size was 
chosen to allow estimation of reliable models in each arm, while considering the 
number of attributes, levels, respondents per version and the parameters to be 
estimated (196). Respondents were asked to suppose the Australian government 
was considering introducing new policies to reduce obesity and is interested in 
taxpayer preferences.
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Table 9: Attributes and levels

Attribute Levels

Policy Type Nutritional information labelling using traffic light 
symbols
National mass media campaign to encourage healthy 
lifestyle choices
Ban unhealthy food and drink advertising to children
Improve nutritional quality of foods sold in public 
institutions
Funding for physical activity infrastructure and outdoor 
spaces
Tax sugar-sweetened beverages
Payment incentive for the obese to increase physical 
activity
Pre-paid cards for healthy foods in supermarkets 
(reference level)

Impact on obesity rates in 2020 
(effectiveness)

32% will be obese in 2020 (no change to the projected 
obesity rate)
31% will be obese in 2020 (moderate reduction in the 
projected obesity rate)
29% will be obese in 2020 (large reduction in the 
projected obesity rate)
28% will be obese in 2020 (very large reduction in the 
projected obesity rate)

Additional cost to you per year, 
paid as an increase in income 
taxes by (cost)

$12 per year ($1 per month)
$120 per year ($10 per month)
$240 per year ($20 per month)
$480 per year ($40 per month)

Statistical analysis
The discrete choice data in this study are modelled using random utility theory. To 
capture all information contained in a full preference order, we used rank-ordered 
(also called exploded) mixed logit models (222). We first elaborate on this modelling 
approach, followed by a description of the six assessment criteria used to compare 
the preference elicitation methods. Lastly, we describe the four different stages of 
analysis.

Following random utility theory, each respondent  i  makes choices concerning the 
alternatives in a choice set  t  based on the latent utility of each alternative  j, given 
by . The utility is comprised of a systematic component  and a random 
component  :

(4)

Here  is an individual-specific vector describing the preference weights of the 
attributes an d  represents the attribute levels for individual  i, alternative  j  in 
choice set  t. Following Swait & Louviere (40), one can extend (1) to allow for variation 
in choice consistency by including a scale parameter . This scale parameter can 
differ per elicitation method and/or choice and scales the systematic component 
of utility8:

(5)

To identify the scale effects, we impose  = 1 for the reference scenario, where a 
scenario refers to the combination of the elicitation method and the choice within 
that method. If mean preference weights over all individuals in the sample ( ) are 
stable across elicitation methods and/or choices, beyond scale, then one would 
obtain mean preference weights specific to a scenario  s:  (223). However, 
when not only the relative importance of the error term is different, but also the 
trade-offs as characterized by the mean preference weights , then this approach 
can no longer be used to capture scale differences. Instead, we build on the ideas 
of the McKelvey-Zavoina pseudo R-squared (224), given by:

 
(6)

This captures the relative importance of the systematic part in choice models using 
the variance of . Using the variation in the systematic utility component within 
choice sets, we generalise the definition of the utility scale  as follows:

 

(7)

Here  and  represent the mean preference weights in the elicitation method 
and/or choice under evaluation and the reference scenario, respectively. 

8 As outlined in Bradley & Daly (202), one can also set the scale parameter to be related to the random 
component of utility: . The position of the scale parameter does not 
change the results, only the interpretation.
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Furthermore,  and  represent the vectors of attributes of alternatives j and k 
in choice set t, respectively. This definition relies on the notion that choices are more 
consistent when the differences between the systematic utility components of the 
alternatives in the choice set become larger. Note that this indeed generalises the 
usual definition of the utility scale when .

To also capture variation in choice consistency over the course of the choice sets, 
the scale parameter  is defined using a combination of , the choice consistency 
of the first choice set (i.e.,  t = 1), and , the linearly specified9 scale dynamics over 
the course of the choice sets, relative to  t = 1 (i.e.,from task  t = 2  to  t = 16). To 
ensure a positive value for , a log-linear specification is used:

(8)

Here, for identification purposes,  is set to zero if  can differ between elicitation 
methods and/or choices.

By moving beyond single-best DCE, more information is elicited from one 
respondent or one choice set. To account for this multitude of choices per choice set, 
we used a rank-ordered logit (also called exploded logit) model as first introduced 
by Punj and Staelin (200). Furthermore, to also capture heterogeneity between 
individuals, and hence to estimate the individual-specific preference weights  as 
specified in equation (4), rank-ordered mixed logit models were used (222). Note 
that as explained in study format, in BWDCE and BBDCE respondents faced two 
sequential choices per choice set. In ranking, respondents were asked to provide 
an explicit one-off preference order. As each choice set had three alternatives, all 
three methods resulted in a complete preference ordering. This allows analysis using 
the same exploded logit version of the likelihood. By keeping everything constant 
across elicitation methods, including the analyses, observed differences between 
elicitation methods and/or choices can be directly attributed to the way in which 
the preferences were elicited.

Criteria
Six assessment criteria are used to compare the methods best-worst, best-best and 
ranking. The first four criteria are based on the choice modelling approach described 
above; they are 1) trade-off consistency, 2) choice consistency, 3) scale dynamics and 
4) and statistical efficiency. The last two criteria are based on respondent-reported 
variables: 5) difficulty, and 6) preference. Now we provide further explanation of the 

9 This linear specification of scale dynamics is chosen to reduce the number of parameters as no clear 
pattern could be observed from the data using a fully flexible specification. A quadratic specification 
led to a slight improvement of log-likelihood of a model with all betas and scale pooled but given the 
size of the improvement a linear specification was preferred for ease of interpretation.

criteria; a summary of the criteria and their operationalisation is provided in Table 
10. Choice modelling analyses were performed in Julia version 1.6.1. Other statistical 
analyses were performed in R version 4.1.2.

Trade-off consistency
We assess trade-off consistency by comparing the marginal rates of substitution 
(MRS) of attributes between elicitation methods and/or choices. This MRS between 
two attributes  and  can be computed as:

 

(9)

Note that the MRS simplifies to the ratio of the preference weights  and  if 
the utility function is specified to be linear in parameters. In this study, the ratio 
of the mean preference weights is studied and standard errors of the MRS are 
approximated using the parametric bootstrap (225,226). This is done by randomly 
sampling for each MRS from the corresponding multivariate normal distribution 
with mean preference weights and covariance matrices of the random parameters  

 and  and calculating the ratio using 10,000 replications. We focus on the 
MRS between cost and effectiveness for its ease of interpretation, other MRS are 
also reported. From a methodological perspective, there is no preferred value 
of the MRS. However, similar values between elicitation methods and/or choices 
are preferred, as these indicate that preferences do not vary between elicitation 
methods or choices.

Furthermore, in line with Swait and Louviere consistency in preferences across 
elicitation methods and/or choices is assessed by testing whether parameters in 
the various elicitation methods and/or choices are similar (i.e., can be pooled) while 
allowing for differences in scale per elicitation method, per choice or both (40). 
Poolability of parameters across elicitation methods and/or choices is formally 
tested using likelihood-ratio tests. Again, similarity of estimates and hence poolablity 
of preference weights is preferred.

Choice consistency
The second criterion, choice consistency, assesses whether differences between the 
systematic utility components of the alternatives in the choice set are larger, relative 
to the scale of the error term, resulting in higher choice consistency. Higher choice 
consistency means lower variability in choices. Firstly, if  is estimated separately 
for the elicitation methods and/or choices, we capture choice consistency using 

, the scale of the systematic utility component defined in equation (7). A value 
below one indicates that choices are less consistent than the reference scenario, a 
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value above one indicates choices are more consistent than the reference scenario. 
Higher choice consistency is preferred. Secondly, if  is restricted to be the same 
(up to scale) for the elicitation methods and/or choices (i.e., aggregate-level analysis), 
we capture choice consistency using , the choice consistency of the first choice 
set as defined in the log-linear specification in equation (7). Again, higher choice 
consistency is preferred. Values of  below zero, i.e., log(1), indicate lower choice 
consistency, values above zero indicate higher choice consistency. It should be noted 
that this measure only indicates how (in)consistent choices are for a given number 
of alternatives, and hence cannot be used to make a comparison between choice 
sets with different numbers of alternatives.

Scale dynamics
Thirdly, scale dynamics indicates choice consistency over the course of the choice 
sets. Increasing unexplained variance and hence lower choice consistency over 
the choice sets could indicate fatigue (202). Vice versa, if choice consistency is 
increasing, there could be learning effects. In this study, scale dynamics is quantified 
with , defined in equation (8), which is related to the scale of the systematic 
component of utility8. A negative value of  indicates that scale is decreasing, 
and that unexplained variance is increasing over the choice sets, and hence we 
interpret it as fatigue. Similarly, we interpret positive values as evidence of learning. 
We consider values close to zero to be preferable. Learning and fatigue both indicate 
that choices might be too difficult at the beginning or end of the series of choice 
sets, respectively.

Statistical efficiency
The last choice modelling criterion is statistical efficiency of the parameter estimates. 
As mentioned, if more information is elicited from one respondent or one choice 
set, a smaller sample size or fewer choice sets per respondent is required to obtain 
similar efficiency (i.e., similar precision of estimates). Our measure of efficiency uses 
the standard error of the MRS as in equation (8). We use as measure of efficiency of a 
method the obtained standard error of the MRS, corrected for the impact of sample 
size, as this is informative about the information content and hence efficiency of a 
single respondent. Specifically, our efficiency measure is defined as:

(10)

Here  is the sample size used in the elicitation method and/or choice  s  under 
evaluation and  is the standard error of the estimated MRS on the sample of N 
respondents in that particular elicitation method and/or choice. This measure is 

tightly connected to the efficiency analysis and sample size calculations in Rose 
& Bliemer, with the required sample size for a certain precision of the MRS being 
proportional to this efficiency measure (227) .

Difficulty
The first criterion based on respondent-reported data is difficulty. All respondents 
were asked to report the difficulty of the (sub) choices they experienced by picking 
which description best reflects their experience: easy, difficult, or neither. These 
results are compared between elicitation methods and first and second choices 
using chi-squared tests. The exact phrasing of the question is reported in Table A 
7 in Appendix 7.

Preference
The last criterion, preference, is also measured using respondent-reported data. To 
assess this, respondents in each arm (i.e., in each method) were asked whether they 
would have preferred another (described) method than the one they experienced. 
Results are compared descriptively between elicitation methods. The phrasing of 
the questions is reported in Table A 7 in Appendix 7.

Four-stage analysis
To evaluate the preference elicitation methods, the criteria are compared in four 
stages. Firstly, trade-off consistency, choice consistency, scale dynamics and 
efficiency are evaluated on a disaggregate level, meaning that parameters are 
separately estimated for first and second choices in all three elicitation methods. 
In the second stage of analysis, first and second choices are aggregated within 
the elicitation method. These aggregate-level analyses allow a direct comparison 
between the three methods best-worst, best-best and ranking in terms of trade-
off consistency, choice consistency, scale dynamics and efficiency. Thirdly, to 
assess first and second choices regardless of the elicitation method, parameters 
are estimated by aggregating per choice across the three methods. This allows 
comparison between first and second choices in terms of trade-off consistency, 
choice consistency, scale dynamics and efficiency. Lastly, descriptive analyses 
are performed to assess the criteria difficulty and preference. A summary of the 
assessment criteria can be found in Table 10.
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RESULTS

No statistically significant differences between arms in age, gender, employment 
status, general health, education and questionnaire response time were identified 
using Bonferroni adjusted tests. Respondent characteristics per arm can be found 
in Table A 8 in Appendix 8.

Table 11 provides a concise overview of the results across methods and across 
criteria. The tick marks indicate which elicitation method or choice performed best 
on a particular criterion, multiple tick marks per criterion implies that methods 
or choices performed equally well, a hyphen indicates that we could not draw a 
conclusion based on the available data. We further elaborate on these findings 
below and in the discussion.

Before continuing to the results, we note the following. In the disaggregate analyses, 
the parameters were estimated for every elicitation method and choice separately. 
Preferences were not the same across the six choices, not even up to scale implying 
strictly speaking one should not aggregate preferences within or between methods. 
However, following the aim of this study to help researchers decide which method 
to use if moving beyond traditional single-best DCEs, we do present how well the 
methods performed on every criterion if one would pool choices within a method 
(i.e., aggregate per elicitation method). Additionally, we also want to inform the 
decision on whether to even move beyond single-best DCE by presenting how well 
first choices performed compared to second choices (i.e., aggregate per choice). 
The remainder of this section describes the results per stage of analysis and per 
criterion. For brevity, only a subset of the estimation results is presented; the full 
set of estimation results are found in Table OSM 1 to Table OSM 6 in the Online 
Supplementary Material of the published article.

Disaggregate analyses per method and choice
Table 12 presents the results of the model on a disaggregate level, meaning that 
the model parameters were estimated for every elicitation method and choice 
separately.

Trade-off consistency
In the first choices of the three methods, the MRS between cost and effectiveness 
was lower ($5.44-$5.77 per percent increased effectiveness) than in the second 
choices ($6.40/%-$7.71/%). A similar pattern was found in the MRS for the majority 
of the policies, as shown in Table OSM 2 in the Online Supplementary Material of the 
published article. Furthermore, based on the likelihood ratio (LR) tests for poolability, 
preferences were not the same across all six sub choices (test-statistic= 2262.8, 
df=175, p<0.001), not even up to scale (test-statistic= 1827.8, df= 170, p<0.001.
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Choice consistency
Choice consistency, quantified with  as specified in equation (6), was below one in 
all choices in all elicitation methods, indicating lower choice consistency than the 
reference scenario (the first choice of best-worst). In best-best and ranking, first 
and second choices within a method were relatively similar. Overall, responses were 
most consistent in the first choices of best-worst and least consistent in the second 
choices of best-worst.

Scale dynamics
Besides the second choices of ranking, scale dynamics (i.e., scale over the course of 
the choice sets) were positive in all choices and elicitation methods, but statistically 
significantly different to zero only for the second best-worst choice and first ranking 
choice. This indicates that in these cases, unexplained variance was decreasing over 
the choice sets, which could be interpreted as learning.

Statistical efficiency
Statistical efficiency as specified in equation (10), connected with the inverse of the 
standard errors of the MRS between cost and effectiveness, was higher in the first 
choices as compared to the second choices. Since the first choice is a choice out of all 
three, and the second choice is a choice out of two statistical efficiency is expected 
to be higher in the first than the second choices (228). In the first choices efficiency 
was highest in best-worst, in the second choices it was highest in ranking. However, 
most efficiency parameters for the different policies, as shown in Table OSM 2, show 
that efficiency of the first choices was highest in ranking. For the second choices, it 
was generally highest in best-best and lowest in best-worst.

Aggregate analyses per elicitation method
A summary of the results in which preferences were estimated for every elicitation 
method separately, but preferences of the choices were aggregated, i.e., assumed 
identical, within the method can be found in Table 13. Choice consistency and scale 
dynamics were allowed to be different for first and second choices, as pooling tests 
showed that these parameters could not be aggregated10.

10 Results not reported, available on request.
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Trade-off consistency
The MRS between cost and effectiveness was $6.10 per percent increase in 
effectiveness in best-worst, $6.64/% in best-best and $6.43/% in ranking. For the 
policies, the MRS was generally lowest for best-best and highest for best-worst, as 
shown in Table OSM 4 the Online Supplementary Material of the published article. 
However, for all methods the model that pooled choices within the method was 
rejected in favour of the model with separate first and second choices (likelihood 
ratio test statistics 860.4, 508.0, and 187.0 for BW, BB and ranking, respectively, 
all df=34, p<0.001). These results of the pooling test show that even if allowing 
differences in choice consistency and scale dynamics between choices, preferences 
of the first and second choices could not be pooled in any of the methods, and hence 
first and second choices should be analysed separately. The results below should 
therefore be interpreted with caution. They show how the elicitation methods would 
perform if disregarding the fact that preferences from first and second choices could 
not be pooled for any of the methods.

Choice consistency
Like preferences, choice consistency could not be pooled between the first and 
second choices. As such, choice consistency was measured using two different 
estimates for choice consistency in these analyses. Firstly, choice consistency   
( ) as specified in equation (6) was below one in best-best and ranking, indicating 
less consistent responses in the first choices of those elicitation methods than 
in the reference scenario best-worst. Secondly, a separate estimate of choice 
consistency ( ) as specified in equation (8) was estimated for the second choices in 
each elicitation method, as compared to the choice consistency of that method’s 
first choices. Here, the negative parameters indicate that second choices were less 
consistent than first choices. In best-best, second choices were closest to the first 
choices in terms of consistency.

Scale dynamics
Most scale dynamics parameters were positive, suggesting that in most elicitation 
methods respondents experienced learning. However, it was only significant for 
the second choices of best-worst and best-best. In ranking, none of the parameters 
were statistically different from zero suggesting the least learning over the course 
of the choice sets in this method.

Statistical efficiency
Statistical efficiency of the preference estimates as computed using the standard 
errors of the MRS between cost and effectiveness was highest for best-best, 
then ranking and least for best-worst. A similar pattern was observed in all policy 
parameters as shown in Table OSM 4 in the Online Supplementary Material of the 
published article.
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Table 13: Aggregate results per elicitation method

BW BB Rank

Variables Est. SE Est. SE Est. SE

MRS 
$6.10/% 0.687 $6.64/% 0.494 $6.43/% 0.511

Choice consistency ( ) 1st REF 0.850 0.828

Choice consistency ( ) 2nd -1.024 0.076 -0.172 0.000 -0.247 0.060

Scale dynamics ( ) 1st -0.004 0.005 0.006 0.005 0.009 0.005

Scale dynamics ( ) 2nd 0.033 0.006 0.014 0.007 0.005 0.006

Efficiency 
0.046 0.066 0.061

N parameters 38 38 38

N respondents 997 926 1012

Log-likelihood -20982.5 -18182.9 -19872.2

Pooling test for combining two 
choices within method

860.4,
df=34, 

p<0.001

508.0,
df=34, 

p<0.001

187.0,
df=34, 

p<0.001

Aggregate analyses per choice
Table 14 presents a summary of the results of the model in which preferences were 
estimated for first and second choice separately but pooled between elicitation 
methods. Like before, choice consistency and scale dynamics were allowed to differ 
between methods, as pooling tests showed that these parameters could not be 
aggregated (results not reported).

Trade-off consistency
The MRS between cost and effectiveness was $5.61/% effectiveness in the first 
choices and $7.59/% in the second choices. As shown in Table OSM 6 in the Online 
Supplementary Material of the published article, the MRS was generally lower in 
first than in second choices. However, neither the first nor second choices could 
be pooled between elicitation methods (likelihood ratio test statistics 132.2, and 
224.0 for first and second choices, respectively, both df=68, p<0.001). This shows 
that even after allowing for differences in choice consistency and scale dynamics 
between methods, preferences could not be pooled between methods, and hence 
first and second choices should be analysed separately. Based on this finding, again, 
the results below should be interpreted with caution.

Choice consistency
As in the aggregate analysis, we report two different types of choice consistency: 
choice consistency ( ) as specified in equation (6) if preferences are estimated 
separately per choice across methods, and choice consistency ( ) as specified in 
equation (7) if preferences are assessed in aggregate. Firstly, in the second choices, 
choice consistency ( ) was below one, indicating less consistent choices than in the 
reference scenario (i.e., first choices of best-worst). Secondly, separate estimates 
of choice consistency ( ) were estimated for the choices of the other elicitation 
methods, as compared to the choice consistency of best-worst. Within first choices, 
the positive parameter for ranking indicates that first choices in ranking were more 
consistent than first choices of best-worst. Within the second choices, responses in 
best-best and ranking were more consistent than the second choices in best-worst. 
Furthermore, the estimates of choice consistency ( ) in the first choices were closer 
to zero than in the second choices, indicating more similar choice consistency of 
responses in first than second choices.

Scale dynamics
Like observed when aggregating preferences over the elicitation methods, most 
scale dynamics parameters were positive, suggesting that most respondents 
experienced learning. Besides in ranking, scale parameters of first choices were 
closer to zero than second choices meaning that first choices are preferred. Scale 
dynamics were especially large in the second choice of best-worst.

Statistical efficiency
The MRS between cost and effectiveness showed highest statistical efficiency for 
the first choices. This also holds for all policy parameters, as shown in Table OSM 6 
in the Online Supplementary Material of the published article.

Descriptive analysis
Descriptive results provided additional insights into respondent stated perceived 
difficulty and preference of respondents regarding which of best-worst, best-best 
and ranking DCEs they thought were ‘best’ and are presented in Table 15.

4



88 89

Elicitation methodsChapter 4

Table 14: Aggregate results per choice

1st 2nd

Variables Est. SE Est. SE

MRS 
$5.61/% 0.370 $7.59/% 0.450

Choice consistency ( ) BW REF NA 0.510 NA

Choice consistency ( ) BB -0.066 0.065 0.340 0.089

Choice consistency ( ) Rank 0.011 0.067 0.295 0.086

Scale dynamics ( ) BW 0.011 0.005 0.037 0.007

Scale dynamics ( ) BB 0.010 0.005 0.018 0.007

Scale dynamics ( ) Rank 0.009 0.005 0.007 0.006

Efficiency 
0.086 0.073

N parameters 40 40

N respondents 2935 2935

Log-likelihood -33499.4 -25113.8

Pooling test for combining three choices 
between methods

132.2,
df=68, 

p<0.001

224.0,
df=68,

 p<0.001

Difficulty
Difficulty was found to vary between choices and elicitation methods. The majority 
of respondents who were randomised to the ranking task perceived the ranking 
task to be easy (69%), higher than in best-worst (59% to 63% depending on first or 
second choice) and best-best (49% to 62%). Respondents who were randomised to 
the best-worst and best-best tasks both more often perceived the first choice to be 
easy (63% and 62% respectively) than the second choice (59% and 49% respectively). 
The second choice in best-best was most often reported to be difficult (14%). The 
differences in perceived difficulty were statistically significant for nearly all choices 
(p<0.001), no statistically significant differences were found between the first choice 
of best-worst and best-best (p=0.77).

Preference
At the end of the questionnaire, the two elicitation methods respondents did not 
experience were described to them and they were asked whether they would prefer 
each over the one they just completed (see Table A 7 in Appendix 7 for phrasing 
of questions). Some respondents would have preferred another method than the 

one they experienced (27% to 41% depending on the experienced and described 
method). In the ranking arm, the lowest number of respondents would have 
preferred another method over the one they experienced. In the best-best arm, 
38% would have preferred best-worst and 38% would have preferred ranking. In the 
best-worst arm, the highest number of respondents would have preferred another 
method than best-worst. These results suggest ranking is the most preferred 
method, followed by best-best, and then best-worst.

Table 15: Difficulty and preference per elicitation method – descriptive results

Best-worst
N=997

Best-best
N=926

Ranking
N=1012

How did you find the task of... a Best Worst Best 2nd best Ranking

Easy 63% 59% 62% 49% 69%

Neither 32% 32% 33% 37% 26%

Difficult 5% 9% 5% 14% 4%

% who would have preferred b

Best-best 38% 36%

Best-worst 38% 27%

Ranking 41% 38%

a: Statistically significant differences between all choices (p<0.01) besides difference between 
first choice in best-worst and best-best (p=0.77). See Table A 7 in Appendix 7 for exact phrasing 
of questions. b: Percentages don’t add up to 100% because questions were not mutually 
exclusive. See Table A 7 in Appendix 7 for phrasing of questions.

DISCUSSION

This study undertook a head-to-head comparison of best-worst (BWDCE), best-best 
(BBDCE) and ranking DCEs between and within methods, to inform the decision 
on which preference method to use when considering moving beyond traditional 
single-best DCE. Eliciting additional observations per choice set can translate into 
needing a smaller sample size, reducing respondent burden with fewer choice sets 
for each respondent and/or enabling more advanced analyses. We compared the 
preference elicitation methods using six criteria, namely: 1) trade-off consistency, 2) 
choice consistency, 3) scale dynamics, also known as learning or fatigue effects, 4) 
statistical efficiency, 5) stated difficulty, and 6) stated preference. These were tested 
in a health-based study that elicited preferences for obesity reduction policies in 
Australia.

Most importantly, we found that preferences were not the same across the 
methods and their sub-choices, not even up to scale, based on poolability testing. 
This implies that in this study, the first to compare all three methods, we should not 
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aggregate preferences within or between methods. However, for some researchers 
the benefits of moving beyond single-best DCE weigh strongly. To inform their 
decision on which preference method to use if moving beyond traditional single-
best DCEs, we analysed the methods’ performance on every criterion by means of 
aggregate analyses per elicitation method. Ranking performed best in terms of scale 
dynamics, respondent-reported difficulty, and respondent-reported preference. 
Best-worst performed best in terms of choice consistency, while statistical efficiency 
of the preference estimates was highest for best-best.

In the disaggregate analyses, where we separately analyse first and second 
choices, the first choices of best-worst performed well in terms of choice consistency 
and scale dynamics and statistical efficiency, but this method’s second choices 
performed worst on these criteria. First choices from ranking and best-best 
performed less well than those of best-worst on these criteria but their second 
choices performed better than those of best-worst. Of these two methods, 
ranking performed better on efficiency and best-best on choice consistency. The 
low efficiency of each individual choice in best -best is in contrast with its high 
performance when pooled. This might be due to the two choices being more similar 
– although not poolable – for best-best. The results of this study can also be used to 
inform the decision on whether to even move beyond single-best DCE by comparing 
first choices to second choices (i.e., aggregate per choice). We found that first choices 
outperformed second choices on all criteria, but that neither the first nor second 
choices could be pooled across elicitation methods.

With preferences from second choices and especially worst choices reflecting 
different trade-offs, combining them with first choices will make the overall results 
less accurate and potentially invalid. Furthermore, with preferences from first 
choices differing between elicitation methods, we suggest using a traditional single-
best DCE would generally be most appropriate. However, if one considers moving 
beyond first choice, for example due to a tight budget or if the research population 
is small, based on our empirical results we recommend best-best or ranking. Our 
results provide an empirical basis for the decision to move beyond single-best DCE 
and choosing an elicitation method to do so, however, the actual decision will always 
depend on the criteria at hand.

These differences in elicitation methods and choices are in line with the empirical 
work that found that preferences were different, depending on method or choice 
(191,201,207). In particular, the large differences between best and worst choices 
are in line with literature that states that attributes and alternatives are weighted 
differently depending on whether the choice is to accept or reject (229–232) as this 
likely shifts a person’s mindset from a promotion to a prevention focus (233,234). 
Furthermore, like Giergiczny et al. (220) and Krucien et al. (219), we found that first 
choices are different from second choices, which raises doubts regarding whether 
to move beyond traditional single-best preference elicitation methods. If the aim is 

to measure what people want most, then this is measured well with the first choice 
(157,172).
This study is the first to provide a head-to-head comparison of the three elicitation 
methods, including the relatively new method best-best DCE that had been 
hypothesised to overcome some of these difficulties by using the same mindset for 
each decision (211). This extensive comparison between various elicitation methods 
has not yet been made in health nor in the literature more broadly. There are, 
however, some aspects of the study worth noting to allow careful interpretation of 
the findings. Firstly, from a methodological point of view, we note that respondents 
had to choose between three alternatives with two sequential choices in BWDCE 
and BBDCE and an explicit one-off preference order in the ranking task. As such, 
there were only three ranks to be studied and there was a fixed order in best-best 
and best-worst but not in ranking. Due to only having three alternatives in the 
choice set, this study design allowed us to impose the same econometric model 
specification on a full preference order for all elicitation methods. As such, observed 
differences between elicitation methods can be directly attributed to the way in 
which the preferences were elicited. If wanting to use more than three alternatives, 
the econometric model specification no longer matches the data generation process 
of all elicitation methods and such a comparison is no longer possible. Alternative 
model specifications that match the data generation process such as the sequential 
best worst DCE model proposed in Lancsar et al. (192) can then be used. Secondly, 
the findings from this sample may not generalise to other groups or respondents 
that complete DCEs. We collected data in a sample of taxpayers from an online panel 
in which the level of engagement in the choice tasks may differ from a sample of 
patients or clinicians. Lastly, although Hawkins et al. (209) showed that the mere 
existence of a second choice did not change preferences of the first, it should be 
noted that we did not elicit single-best only. The direct comparison between single-
best DCE and best-best DCE would be a useful contribution to the health economics 
literature.

Other avenues for future research would be to further study the external validity 
of these elicitation methods, and to compare if any of these elicitation methods 
is more suitable for a particular type of research question or context. In some 
contexts, choices are framed in a positive manner and focus on the promotion of 
the best alternative, for example preference for a treatment. In other contexts, 
choices are framed negatively and focus on prevention of the worst alternative, 
for example when choosing to take medication to prevent a particular health state. 
Following this reasoning, it would also be interesting to elicit worst and second-
worst preferences. Furthermore, it would be interesting to study the implications 
of our results for dual-response choice designs that are also argued to increase 
efficiency of data collection (235).
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SAYING YES, DOING NO? – MAIN FINDINGS AND IMPLICATIONS

In this PhD thesis, I examined the internal and external validity of discrete choice 
experiments to inform healthcare decision making. The three main objectives 
were: 1) to provide an overview of current challenges to integrating preferences 
in healthcare decision making; 2) to assess the internal validity of discrete choice 
experiments; and 3) to assess the external validity of discrete choice experiments. 
In this chapter, I discuss the main findings per objective and their implications, 
followed by the strengths and limitations of the work presented in this thesis, 
several recommendations for research and policy, and the conclusions. Note that 
the work performed in this PhD thesis highly appreciates, builds upon, and hopefully 
contributes to the body of knowledge on preference elicitation methods to inform 
healthcare decision making.

Current challenges to integrating preferences in healthcare decision making
Integrating public and patient preferences in healthcare decision making has the 
potential to ensure more support for difficult decisions at the societal level, and it 
can increase uptake, adherence, and satisfaction with treatment at the individual 
level (1–6). However, how to elicit and incorporate these preferences in a systematic 
and scientifically valid manner is subject to debate. In Part A of this thesis (Chapter 2), 
challenges to integrating preferences in healthcare decision making were identified.

This chapter listed 37 challenges that were identified in a systematic review of 
the literature on the integration of preferences in healthcare decision making, with 
a focus on patient preferences and health technology assessment. Methodological 
challenges were most frequently mentioned in the included literature, closely 
followed by procedural, normative, practical, and conceptual challenges. 
Important methodological challenges related to internal validity, external validity, 
heterogeneity, and the choice of method; all of which were addressed in the following 
chapters of this thesis. Other methodological issues were reliability, generalisability, 
and sample selection. Common procedural challenges concerned how to evaluate 
the impact of preference studies, their degree of being evidence-based, and what 
weight preference studies should get in healthcare decision making, e.g., within or 
alongside clinical and cost-effectiveness studies.

Since the publication of this chapter, many researchers echo the important 
yet unclear role of preferences in healthcare decision making, not only for patient 
preferences in health technology assessment. Throughout the entire medical 
product life cycle, there are similar challenges regarding the integration of patient, 
public and other preferences (329,330). The main questions are when to incorporate 
preferences (in which stage of the medical product life cycle, and under which 
circumstances) (331–334,330,335–337,329,154,338–341), who to incorporate (public, 
patients, or others) (154,334,338,340,342), and how to incorporate preferences 
into healthcare decision making (using which preference elicitation methods, and 

with what weight) (7,154,330,333,334,336–341,343–346)? In line with Chapter 2, 
many publications stressed the importance of the quality of preference studies 
(154,331–333,335,338,340,341,344–346), the need for further guidance on the 
integration of preferences in healthcare decision making (329,333,335–341,346,347), 
and the importance of a multi-stakeholder and holistic approach to the integration 
of preferences in healthcare decision making (329,330,334,339,341,347).

In conclusion, the findings of this chapter and the literature that followed imply 
that methodological challenges are most pressing, and that guidance and a multi-
stakeholder approach are needed to integrate preferences in healthcare decision 
making.

The internal validity of discrete choice experiments
The validity of preference elicitation methods like DCEs is an important 
methodological challenge to integrating preferences in healthcare decision making. 
Regardless of available guidelines, there are numerous ways in which researchers 
can conduct a DCE, and even more ways in which respondents in a DCE can interpret, 
value, and use information to make decisions. This makes improving the internal 
validity of DCEs an ongoing quest. Part B of this thesis described the assessment 
of internal validity of DCEs by means of their theoretical and convergent validity.

In Chapter 3, the relationship between health-risk attitude and heterogeneity of 
preferences was studied through a cross-European comparison in three different 
health contexts. Health-risk attitude as measured in this study could not distinguish 
respondents between latent classes. It did explain preference heterogeneity for 
some risk attributes within the classes. Only in one of three case studies, model 
fit was statistically significantly improved by incorporating health-risk attitude. 
Numeracy and health literacy distinguished people between classes. In Chapter 4, 
theoretical and convergent validity were assessed in a head-to-head comparison of 
three different preference elicitation methods that move beyond traditional single-
best DCE. In all three methods – best-worst DCE, best-best DCE and ranking DCE – 
respondents were asked to choose the alternative they preferred most (single-best) 
and to choose among the remaining alternatives. First choices differed from second 
choices in all three preference elicitation methods, and the results also differed 
between the three methods.

The improvement in model fit in only one of three case studies in Chapter 3 
implies that theoretical contribution of modelling individual characteristics and 
preference heterogeneity depends on the study context. In general, incorporating 
individual characteristics underlying preferences can contribute to theoretical 
validity of DCEs in contexts where respondents or the described health intervention 
are very heterogenous, or when policy decisions are likely to vary for different 
subgroups (25,143). Given the usage of secondary data in Chapter 3, it is hard 
to identify the source of similarities and differences in results between the case 
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studies. It would be interesting to experimentally study the health-risk attitude, the 
presentation of risks and the relation to heterogeneity (348,156,185,151).

In Chapter 4, the differences in preferences within and between elicitation 
methods illustrate that respondents make different decisions depending on how 
the choice task is presented. DCE research has focussed on how attribute framing 
and the presentation of the opt-out alternative affect results (349,350,187,351–354). 
However, research on how the presentation of the choice tasks affects decision 
making is rather limited (355). A direct comparison between single-best DCE and 
best-best DCE can shed light on whether the mere presence of an extra choice 
changes preferences of the first choice. Incorporating cognitive burden of the 
methods in this comparison would be valuable (154,340,341).

Overarchingly, these findings imply that the internal validity of DCEs can be 
improved by identifying the multitude of factors that influence respondents when 
making decisions in particular contexts, and by trying to accommodate for these 
factors in the presentation of choices and data analysis of DCEs.

The external validity of discrete choice experiments
The importance of external validity of DCEs is emphasized by many researchers 
(22,31,238,239,241). However, the number of studies in which external validity is 
assessed is rather limited, especially in health. Moreover, there is no consensus on 
the underlying causes of the discrepancy between stated and revealed preferences. 
In Part C of this thesis, external validity was assessed by comparing stated and 
revealed preferences in two different contexts, with a focus on model complexity 
and social desirability bias.

The study described in Chapter 5 was conducted in the context of colorectal 
cancer screening and considered the effect of model complexity on internal and 
external validity. Choices were accurately predicted for 95% of the respondents 
in the holdout task of the DCE and for 90% in the actual screening choice. Most 
respondents chose to participate in screening in the DCE and in the actual screening 
choice. Model fit improved when heterogeneity was included; individual-level 
prediction accuracy was only marginally better. Differences between stated and 
revealed preferences could be attributed to respondents’ health and the support 
of their general practitioner.

In Chapter 6, the effect of social desirability bias and cheap talk mitigation on 
internal and external validity was studied in the context of food choice by randomly 
allocating respondents to one of four questionnaire versions: default without textual 
manipulation, priming socially desirable behaviour, cheap talk mitigation, or both. 
There were little to no differences between respondent-reported characteristics, 
DCE results and prediction accuracy for the holdout task and actual food choices 
between questionnaire versions. Although differences were marginal, prediction 
accuracy for the holdout choice task was slightly higher in the default version 
where there were no textual manipulations. Contrarily, prediction accuracy of the 

actual choices was slightly higher when respondents were subjected to cheap talk 
mitigation. However, revealed preferences were only available for a limited number 
of respondents.

A first implication of these results relates to the large number of respondents 
that opt-in when choices were hypothetical. The opt-in rate was also high for 
revealed preferences in Chapter 5, but not in Chapter 6. Reasons for respondents 
to overstate the desirability of hypothetical goods or services include the lack of 
consequentiality of choices, incentive compatibility, choice context, the amount of 
available information, and focussing illusion (240,324–327). A low-key solution to 
better align stated and revealed preferences for opting-in would be to make small 
changes to the questionnaire, for example with a budget reminder or by increasing 
the saliency of the opt-out alternative (298,318,356). Alternatively, results based 
on stated preference data can be statistically calibrated using revealed preference 
data (13,357). A more fundamental solution would be to pay closer attention to 
the sampling procedure. Collaborating with the National Institute for Public Health 
and the Environment in Chapter 5 allowed eliciting revealed preferences from 
all respondents in the sample, but sending a letter with an invitation to fill in the 
questionnaire induced substantial scope for selection bias. Sampling respondents 
using a sampling company in Chapter 6 ensured a large sample size for stated 
preferences, but at the cost of sample size for revealed preferences. These findings 
highlight the importance of sampling from a population that is representative of the 
target population, i.e., respondents who normally face the choice under investigation 
(355). Additionally, sampling respondents shortly before they face the actual choice 
might also aid the alignment of stated and revealed preferences.

A second implication of the findings regarding external validity in this 
thesis relates to model complexity. In Chapter 5, accounting for heterogeneity 
improved model fit. However, simultaneously accounting for scale and preference 
heterogeneity proved too demanding for the data. Accounting for heterogeneity 
generally decreases bias, provides a richer interpretation of the data and might 
prevent suboptimal policy advice, but increasing model complexity comes at the cost 
of estimation time, interpretation problems and potentially overfitting (358,359). 
More importantly, increased model complexity may have little effect on model 
performance and individual-level prediction accuracy, as also found in Chapter 3 
and Chapter 5 (359). In other examples, increasing model complexity did positively 
impact model performance and prediction accuracy (157,172,173,260). Guidance on 
accounting for heterogeneity needs to be based on an informed discussion about 
the identification and interpretation of heterogeneity (358). At all times, model 
complexity should be in line with the research question, the richness of the data, 
and consider the effect it has on external validity.

Thirdly, the findings of Chapter 5 and 6 highlight that many factors can contribute 
to the discrepancy between stated and revealed preferences and thereby to 
the external validity of DCEs. This versatility of factors causing hypothetical 
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bias complicates reaching consensus about the determinants of hypothetical 
bias and ways to overcome it (240,241,279,321–323). By going beyond merely 
comparing stated and revealed preferences in particular contexts, qualitative 
and experimental studies into the underlying causes of hypothetical bias might 
ultimately advance the external validity of DCEs. Qualitative research can be used 
to help interpret unexpected results, in addition to its common usage to inform the 
selection of attributes and attribute levels, and to provide insights into clarity and 
comprehensiveness of the DCEs (337,338,340). Additionally, experimental research 
can be used to test hypotheses that are formed based on observed choices.

Overall, implications from the findings in these chapters are to carefully consider 
the sampling procedure, model complexity and the versatility of factors causing 
hypothetical bias.

DOING YES, DOING NO? – STRENGTHS AND LIMITATIONS

The main findings and implications I just discussed largely rely on the choices made 
in this PhD thesis. Some of these choices have strengthened the work (do’s), others 
have been a limitation (don’ts). To put the findings and implications into perspective, 
I now discuss these strengths and limitations.

Firstly, I consider the variety of methodological approaches used to study the 
internal and external validity of one single method a strength of the research. This 
thesis comprised one systematic review and four quantitative studies. In two of the 
quantitative chapters, effects were studied within the samples, one of them using 
secondary data of three case studies. In the other two, the topic was experimentally 
studied using a between-subjects design in which respondents were randomly 
allocated to different questionnaire versions. Secondly, the diversity of study 
contexts and samples increases the generalisability of the findings. The conducted 
studies were about different types of health interventions, namely treatment, health 
screening, food choice and public policy. Respondents were recruited from patient 
and public samples and differed in whether they were the intended end-users of the 
good or service under evaluation. Thirdly, all chapters in this thesis were based on an 
extensive review of the literature. Chapter 2 is a systematic review. In Chapter 3, two 
systematic reviews by other researchers highlighted the need for researching the 
topic. In Chapter 4 and 5, I provide a table that summarises the relevant literature. 
Chapter 6 builds upon the review of the literature in Chapter 5, and two recently 
conducted systematic reviews by other researchers.

The work presented in this PhD thesis also comes with some limitations that need 
noting. Firstly, the validity of DCEs can be assessed in many more ways than the 
subset used in this PhD thesis. Moreover, measures of reliability such as test-retest, 
and version consistency and choice reliability can also provide valuable insights to 
improve the quality of the study beyond validity (31). Secondly, while this thesis 
intentionally focussed on DCEs, it led to the exclusion of other preference elicitation 

methods. There are multiple other promising methods available to explore or 
elicit preferences that can be used to advance the integration of preferences in 
healthcare decision making (7,345). The choice to focus on DCEs implies limited 
generalisability to preference elicitation methods. Thirdly, given the quantitative 
nature of the method, there was limited researcher-respondent interaction and 
hence limited story behind the data. As addressed earlier in this discussion, the 
usage of qualitative data could enrich the findings from quantitative studies. 
Fourthly, although study contexts and samples were diverse, respondents were 
mostly sampled from online panels and from the Dutch population and used 
cross-sectional data, again leading to limited generalisability of the results. Lastly, 
Chapter 6 was only distantly connected to health. As addressed in Part C of this 
thesis, there are few studies on the external validity of DCEs in the health domain, 
given the perceived complexity of obtaining revealed preference data (172,238). To 
ensure a large study population, Chapter 6 was conducted in the context of food 
choice. However, revealed preferences were only available for a limited number of 
respondents, potentially due to hypothetical bias. The study context beyond health 
implies that the results cannot be generalised to the health context. However, in 
my opinion, the recommendations about the sampling procedure, using different 
or additional mitigation methods, and considering the versatility of factors causing 
hypothetical bias formulated in and based on this chapter can be generalised to 
any context including health.

SAYING YES, DOING YES? - RECOMMENDATIONS

What do the findings, implications, and limitations that I outlined above mean for 
how to say yes to integrating public and patient preferences in healthcare decision 
making, and how to do yes?

For researchers
By conducting a DCE, researchers aim to determine the relative importance 
of characteristics of a health intervention, and – more importantly – how these 
characteristics influence decision making once people actually face the choice. 
Hence, in my opinion, the goal of methodological research of DCEs should 
predominantly be to enhance external validity of the method, either directly or 
indirectly via internal validity. After all, “What animals do in labs is nothing like what 
they do in the wild—so what are you actually learning when you do these experiments? 
You’re learning how animals behave in labs” (360).
As addressed in this general discussion, external validity of DCEs can benefit from 
carefully considering the sampling procedure, model complexity and the versatility 
of factors causing hypothetical bias. Internal validity can be enhanced via the 
identification of factors that influence respondents when making decisions, and 
by accommodating for these factors in the presentation of choices and analyses of 
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DCEs. Specific focal points to address both internal and external validity would be 
to advance research into cognitive burden and heuristics that respondents use to 
simplify decision making. Addressing cognitive burden, also for respondents with 
cognitive impairments, assures validity of the data and increases the value of DCE 
results to stakeholders (154,340,341,361,362). Furthermore, researchers should 
try to understand which factors influence decision making, rather than delete 
respondents who make different decisions than they expected them to (363–367). 
Hence, when choosing how to present information and collect the data, I recommend 
researchers to take into account the existence of cognitive biases and heuristics and 
the way in which they influence decision making (240,368). Similarly, the approach 
to analysing the data can be adapted to respondents who use heuristics such as 
attribute screening and choice set formation, either based on random utility or 
beyond (369–371). Other interesting lines of research to increase the validity of DCEs 
would be the stability of preferences over time such as with time-to-think (327,372), 
and the role of social networks in decision making (see Chapter 5).

Additionally, I believe researchers have a facilitating role towards the public, 
patients, and policymakers in the integration of preferences in healthcare decision 
making. There are many benefits to incorporating preferences in healthcare decision 
making, but to truly achieve societal impact in this domain, the beneficiaries – i.e., 
the public, patients, and policymakers – should be involved as research partners, for 
example by using a patient-oriented approach in all stages of designing a DCE (373).

For policymakers
Public and patient involvement has gained attention in research, but to date there 
is limited evidence on the actual use of these types of input and its implications 
in healthcare decision making (341,374,375). As identified in Chapter 2, most 
pressing challenges in the procedural, normative, and practical domains are whose 
preferences to incorporate, how to weight preferences studies in comparison to 
or in addition to current ethical, clinical and cost-effectiveness studies, and how 
to evaluate the impact of preference studies. Despite that there is no direct and 
structural role for preference data in healthcare decision making yet, quantitative 
preference studies can be valuable supportive evidence alongside other types of 
evidence in many ways, for example in a broader health technology assessment 
framework (330,332,335,344).

In parallel with the increased interest in the integration of public and patient 
preferences in healthcare decision making, there is a call to involve patients and 
members of the public as research partners in a collaborative manner rather than 
via a merely tokenistic consultation of research subjects (336,337,347,376–378). 
However, resource challenges and uncertainty about the impact of the input 
complicate this type of integration (375,379,380). To overcome the challenges, there 
is much to be learned from previous experiences and guidelines (376,381–384).

FINAL REMARKS

Public and patient preferences can greatly contribute to healthcare decision making 
by ensuring more support for difficult decisions at the societal level, and increasing 
uptake, adherence, and satisfaction with treatment at the individual level. Although 
research into the validity of preference elicitation methods has come a long way, 
there are still many challenges remaining. I have argued that the road ahead should 
start from the perspective of external validity, trying to understand which factors 
influence decision making, and tailoring the presentation of information and the 
approach to analyse the data to these insights. In doing so, the sampling procedure, 
model complexity and the versatility of factors causing hypothetical bias should be 
considered. To eventually incorporate preferences in healthcare decision making in a 
more systematic and scientifically valid way, a multi-stakeholder approach is needed 
whereby researchers, policymakers, the public, patients, and other stakeholders 
collaborate as research partners.
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ENGLISH SUMMARY

Decisions about health always involve trade-offs, both for individuals and for 
society. In a society with scarce healthcare resources, difficult decisions have to be 
made on a societal level. Consequently, not every individual can always get the care 
they prefer. Integrating public and patient preferences in healthcare decision making 
has the potential to ensure more support for difficult decisions at the societal level, 
and it can increase uptake, adherence, and treatment satisfaction at the individual 
level. One of the most used approaches to inform healthcare decision making 
about public or patient preferences is the discrete choice experiment (DCE). DCE 
is a quantitative method that elicits preferences from individuals by repeatedly 
letting them trade-off alternatives containing different characteristics. However, to 
be useful for healthcare decision-making, it is of great importance that the method’s 
validity is sufficiently established, which currently is not the case. This doctoral 
thesis provides insights into the internal and external validity of DCEs to inform 
healthcare decision making.

Chapter 1 introduces the relevant concepts of this thesis by providing 
background information on DCEs and validity. As DCEs are survey-based and 
present respondents with hypothetical choices, elicited preferences are called 
stated preferences. The extent to which the measured preferences represent actual 
preferences within the context of a study is referred to as the internal validity of 
a DCE, the rigour with which a study was conducted. However, the usefulness of 
DCEs for healthcare decision making also depends on their external validity, that 
is, whether preferences elicited from respondents in a DCE are the same as their 
preferences in reality. Such information can be obtained by observing people’s 
choice behaviour, their revealed preferences.

Chapter 2 provides an overview of current challenges to integrating preferences 
in healthcare decision making, with a focus on patient preferences and health 
technology assessment. Using a systematic review of the literature, 37 challenges 
were identified. Methodological challenges were most frequently mentioned in 
the included literature, closely followed by procedural, normative, practical, and 
conceptual challenges. Important methodological challenges were related to internal 
validity, external validity, preference heterogeneity, and the choice of method; these 
challenges were addressed in the following chapters of this thesis.

In Chapter 3, the relationship between health-risk attitude and heterogeneity of 
preferences is studied through a cross-European comparison in three different health 
contexts. Health-risk attitude as measured using the 13-item Health-Risk Attitude 
Scale could not distinguish respondents between distinct preference patterns, but 
there was a relationship between health-risk attitude and heterogeneity for some 
risk attributes within the classes with similar preference patterns. Only in one of 
three health contexts, model fit statistically significantly improved by incorporating 
health-risk attitude.

Chapter 4 investigates how the presentation of choices affects stated preferences 
by comparing three different DCE formats. In all three DCE formats – best-worst DCE, 
best-best DCE and ranking DCE – respondents were asked to choose the alternative 
they preferred most (single-best) and to choose among the remaining alternatives. 
First choices differed from second choices in all three DCE formats. The three DCE 
formats also led to different results.

In Chapter 5, internal and external validity of DCEs are assessed by comparing 
stated and revealed preferences of respondents in the context of colorectal cancer 
screening with a focus on the role of model complexity. Revealed preferences were 
accurately predicted on an individual level for 90% of respondents. Incorporating 
heterogeneity improved model fit and prediction accuracy for stated preferences, 
but not revealed preferences.

In Chapter 6, internal and external validity are again assessed by comparing 
stated and revealed preferences, now in the context of food choice and with a 
focus on social desirability bias. Socially desirable behaviour, cheap talk mitigation 
and their effect on the outcomes and prediction accuracy of DCEs were studied by 
using four different questionnaire versions. Revealed preferences were accurately 
predicted on an individual level for 9-20% of respondents, depending on the type 
of vegetable and questionnaire version. Cheap talk mitigation slightly improved 
prediction accuracy for revealed preferences, but not for stated preferences.

Chapter 7 discusses the main findings, strengths and limitations, and implications 
of this thesis as well as recommendations for future research and policy. As 
addressed in the earlier chapters, the integration of public and patient preferences 
in healthcare decision making can benefit both individuals and society. Although 
research into the validity of preference elicitation methods has come a long way, 
many challenges remain. Internal validity of DCEs can be improved by identifying the 
multitude of factors that influence respondents when making decisions in particular 
contexts, and by trying to accommodate for these factors in the presentation of 
choices and data analysis of DCEs. External validity can be improved by paying 
close attention to the sampling procedure, model complexity and the versatility 
of factors causing hypothetical bias. To eventually incorporate preferences in 
healthcare decision making in a more systematic and scientifically valid way, a multi-
stakeholder approach is needed whereby researchers, policymakers, the public, 
patients, and other stakeholders collaborate as research partners.
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NEDERLANDSE SAMENVATTING

Beslissingen over gezondheid en zorg gaan altijd gepaard met afwegingen, zowel 
voor individuen als voor de samenleving. In een samenleving met schaarse middelen 
in de gezondheidszorg moeten op maatschappelijk niveau moeilijke beslissingen 
worden genomen. Daardoor kan niet iedereen altijd de zorg krijgen die hij of zij het 
liefste wil. Het integreren van publieke- en patiëntvoorkeuren in de besluitvorming 
in de gezondheidszorg zorgt potentieel voor meer steun voor moeilijke beslissingen 
op maatschappelijk niveau. Het kan daarnaast de acceptatie, therapietrouw en 
behandelingstevredenheid op individueel niveau vergroten. Een van de meest 
gebruikte methodes om de besluitvorming in de gezondheidszorg te informeren 
over publieke- en patiëntvoorkeuren, is het discrete keuze-experiment (discrete 
choice experiment; DCE). DCE is een kwantitatieve methode die voorkeuren meet 
door mensen herhaaldelijk alternatieven met verschillende kenmerken te laten 
afwegen. Om deze gemeten voorkeuren te gebruiken voor de besluitvorming in 
de zorg, is het echter van groot belang dat de validiteit van de methode voldoende 
vaststaat, wat nu niet het geval is. Dit proefschrift biedt inzicht in de interne 
en externe validiteit van DCE’s om de besluitvorming in de gezondheidszorg te 
informeren.

Hoofdstuk 1 introduceert de relevante concepten van dit proefschrift door 
achtergrondinformatie te geven over DCE’s en validiteit. Omdat DCE’s afgenomen 
worden door middel van vragenlijsten en omdat de keuzes hypothetisch zijn, 
worden de gemeten voorkeuren “stated preferences” genoemd. De mate waarin 
de gemeten voorkeuren daadwerkelijke voorkeuren vertegenwoordigen binnen 
de context van een onderzoek, wordt de interne validiteit van een DCE genoemd, 
ofwel de nauwkeurigheid waarmee een onderzoek is uitgevoerd. Het nut van DCE’s 
voor besluitvorming in de gezondheidszorg hangt echter ook af van hun externe 
validiteit, dat wil zeggen of de gemeten voorkeuren van respondenten in een 
DCE, hetzelfde zijn als hun voorkeuren in werkelijkheid. Dergelijke informatie kan 
worden verkregen door het keuzegedrag van mensen in de praktijk, hun “revealed 
preferences”, te observeren.

Hoofdstuk 2 geeft een overzicht van de huidige uitdagingen bij het integreren 
van voorkeuren in de besluitvorming in de gezondheidszorg, met een focus op 
patiëntvoorkeuren en “Health Technology Assessment”. Met behulp van een 
systematische review van de literatuur werden 37 uitdagingen geïdentificeerd. 
Methodologische uitdagingen werden het vaakst genoemd in de opgenomen 
literatuur, op de voet gevolgd door procedurele, normatieve, praktische en 
conceptuele uitdagingen. Belangrijke methodologische uitdagingen waren 
gerelateerd aan interne validiteit, externe validiteit, variabiliteit van voorkeuren 
en de keuze van de methode. Deze uitdagingen zijn behandeld in de volgende 
hoofdstukken van dit proefschrift.

In Hoofdstuk 3 wordt de relatie tussen gezondheidsrisicohouding, de 
mate waarin iemand bereid is om risico te nemen rondom zijn of haar 
gezondheid, en variabiliteit van voorkeuren bestudeerd door middel van een 
cross-Europese vergelijking in drie verschillende gezondheidscontexten. De 
gezondheidsrisicohouding is gemeten met de 13-item “Health-Risk Attitude 
Scale”. Er kon geen onderscheid gemaakt worden tussen verschillende groepen 
respondenten aan de hand van hun gezondheidsrisicohouding, maar er was wel 
een verband tussen gezondheidsrisicohouding en variabiliteit van voorkeuren voor 
sommige risicoattributen binnen de verschillende groepen. Slechts in een van de 
drie gezondheidscontexten was er een statistisch significante verbetering in de 
passendheid van het model door het opnemen van gezondheidsrisicohouding.

Hoofdstuk 4 onderzoekt of keuzes van respondenten verschillen afhankelijk van 
hoe ze gepresenteerd zijn door drie verschillende DCE-vormen te vergelijken. In 
alle drie de vormen van DCE – “best-worst DCE”, “best-best DCE” en “ranking DCE” 
- werden respondenten gevraagd het alternatief te kiezen dat zij het beste vonden 
(“single-best”) en te kiezen uit de overige alternatieven. In alle drie de DCE-vormen 
was het keuzeproces van eerste keuzes anders dan de tweede keuzes. Ook leidden 
ze tot verschillende resultaten.

In Hoofdstuk 5 worden de interne en externe validiteit van DCE’s beoordeeld 
door de “stated preferences” en “revealed preferences” van respondenten met 
elkaar te vergelijken. Dit is gedaan in de context van het bevolkingsonderzoek naar 
darmkankerscreening en met nadruk op de rol van modelcomplexiteit. “Revealed 
preferences” werden nauwkeurig voorspeld op individueel niveau voor 90% van de 
respondenten. Het opnemen van heterogeniteit verbeterde de passendheid van 
het model en voorspellingsnauwkeurigheid voor “stated preferences”, maar niet 
voor “revealed preferences.

Hoofdstuk 6 beschrijft de beoordeling van de interne en externe validiteit door 
“stated preferences” en “revealed preferences” te vergelijken, nu in de context van 
voedselkeuze en met nadruk op de rol van sociaal wenselijk gedrag. Sociaal wenselijk 
gedrag, het verminderen ervan met de “cheap talk mitigation method” en het effect 
op de uitkomsten en voorspellingsnauwkeurigheid van DCE’s werden bestudeerd 
door vier verschillende versies van een vragenlijst met elkaar te vergelijken. 
“Revealed preferences” werden nauwkeurig voorspeld op individueel niveau voor 
9-20% van de respondenten, afhankelijk van het onderwerp en de versie van de 
vragenlijst. Het gebruik van de “cheap talk mitigation method” verbeterde enigszins 
de voorspellingsnauwkeurigheid voor “stated preferences”, maar niet voor “revealed 
preferences”.

Hoofdstuk 7 bespreekt de belangrijkste bevindingen, sterke punten en 
beperkingen, en implicaties van dit proefschrift, evenals aanbevelingen voor 
toekomstig onderzoek en beleid. Zoals in de eerdere hoofdstukken is besproken, 
kan de integratie van publieke- en patiëntvoorkeuren in de besluitvorming in de 
gezondheidszorg zowel individuen als de samenleving ten goede komen. Hoewel het 
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onderzoek naar de validiteit van methoden om voorkeuren te meten al een lange 
weg heeft afgelegd, blijven er nog veel uitdagingen. Interne validiteit van DCE’s kan 
verbeterd worden door factoren te identificeren die respondenten beïnvloeden bij 
het nemen van beslissingen in bepaalde contexten, en door rekening te houden 
met deze factoren in de presentatie van keuzes en data-analyse van DCE’s. Externe 
validiteit kan worden verbeterd door goed te letten op de steekproefprocedure, de 
complexiteit van het model en de veelzijdigheid van factoren die “hypothetical bias” 
veroorzaken. Om uiteindelijk voorkeuren in de besluitvorming in de gezondheidszorg 
op een meer systematische en wetenschappelijk verantwoorde manier te integreren, 
is een multi-stakeholderbenadering nodig waarbij onderzoekers, beleidsmakers, 
het algemene publiek, patiënten en andere belanghebbenden samenwerken als 
onderzoekspartners.
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