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Abstract

The allure of a “data-driven” future healthcare system continues to seduce
many. Increasingly, work in Science & Technology Studies and related fields
started to interrogate the saliency of this promissory rhetoric by raising
ethical questions concerning epistemology, bias, surveillance, security, and
opacity. Less visible is how ethical arguments are used as part of discursive
work by various practitioners engaged in data-driven initiatives in health-
care. This article argues for more explicit attention to such discursive work
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in shaping the promissory future of data-driven healthcare technologies.
Bringing together the hitherto separated themes of promissory futures and
an emic approach to ethics as discursive work, we study how actors
engaged various data-driven healthcare initiatives discursively conduct such
ethics work, implicitly or explicitly assigning tasks and roles for stake-
holders. We conceptualize this with the notion of “ethical framing” and
identify three widely recurring types: ethics as “balancing act,” the technical
“fix,” and ethics as “collective thought process.” We outline the charac-
teristics of these acts of framing and discuss their implications for the
envisaged roles and responsibilities of various actors. In the Discussion
section, we outline the added value of bringing the distinct bodies of lit-
erature on promissory futures and ethical framing together and outline
themes for new research.
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Introduction

The allure of a “data-driven” future healthcare system continues to seduce
many. Driven by technological developments (Mayer-Schonberger and
Cukier 2013) and increasing opportunities for algorithmic analysis of large
and varied data sets (Raghupathi and Raghupathi 2014), the latest years are
marked by a continuous stream of hypes and “buzzwords” about the poten-
tial of data-driven healthcare technologies. The underlying promise is
remarkably similar: healthcare is expected to improve significantly because
more data are collected from varied sources and better analytical techniques
are available to meaningfully process these data. Consequently, healthcare
delivery is argued to become better in terms of “prevention” or
“personalization” (Raghupathi and Raghupathi 2014; Kruse et al. 2016).
While experts in data science and artificial intelligence may shun from the
conceptual indeterminacy of the buzzwords in popular discourses—ranging
from big data, predictive medicine, and data science to more recent expres-
sions of hope and potential related to artificial intelligence and subfields
like machine learning—recent work in STS has analyzed how such buzz-
words generate matters of concern, mobilize people by setting attractive
goals, and steer the agenda through their “promissory rhetoric” (Bensaude
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Vincent 2014; Penkler, Felder, and Felt 2019). Indeed, such promissory
rhetoric is highly recognizable in the perceived future of data-driven health-
care technologies (Hoeyer 2019; Stevens, Wehrens, and de Bont 2018).

An increasing strand of work in the fields of STS, critical data studies
(CDS), and critical algorithm studies (CAS) has started to interrogate the
saliency of this promissory rhetoric by raising more fundamental ethical
questions concerning bias, epistemology, surveillance and security, and
opacity of data infrastructures (boyd and Crawford 2012; Busch 2017; Bau-
man and Lyon 2013; Kitchin and Lauriault 2014; Ebeling 2016). Authors
highlight the ethical dilemmas of data-driven technologies, providing a rich
picture of ethical tensions and concerns (Mittelstadt and Floridi 2016; Sale-
rmo et al. 2017; Winter and Davidson 2019; Mittelstadt 2019). An aspect
that is less visible in this body of work, however, is how ethical arguments
are used as part of discursive work by various practitioners engaged in data-
driven initiatives in healthcare. Rather than a set of abstract principles,
ethics can also be viewed as an emic resource that actors draw upon to
distribute roles and responsibilities, legitimize particular courses of action,
and negotiate the tensions and dilemmas involved in translating ambiguous
legal principles into responsible courses of action (cf. Cool 2019; Hoeyer,
Tupasela, and Rasmussen 2017).

While work on sociotechnical futures in STS has been instrumental in
explicating their inherent normativities and performative dimensions
(Borup et al. 2006; Brown and Michael 2003; van Lente 2012; Jasanoff
and Kim 2009, 2015; Felt 2015), thus destabilizing all-too-sticky narratives
of progress and revolution (cf. Jerak-Zuiderent 2015; Stevens, Wehrens,
and de Bont 2018), this work has focused less explicitly on the role of
ethical framing in shaping promissory futures. This article argues for the
analytical saliency of paying attention to the role of ethical framing (Hoeyer
2005; Hoeyer, Tupasela, and Rasmussen 2017). We define the notion of
“ethical framing” as the discursive work conducted by actors to characterize
the ethical dimensions of data-driven healthcare technologies, thereby
assigning tasks and roles for stakeholders and shaping the promissory future
of data-driven healthcare technologies. In sum, this paper seeks to bring
together the hitherto separated themes of promissory futures and an emic
approach to ethics as discursive work in the context of data-driven health-
care technologies.

The article addresses three empirical questions: (1) which ethical frames
are enacted by key actors in data-driven healthcare technologies? (2) what
consequences follow from these ethical frames in terms of the roles and
responsibilities these actors envisage for themselves and others? and (3)
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how do these ethical frames shape the promissory future of data-driven
healthcare technologies? The article is based on 145 interviews and docu-
ment analysis conducted within an international research project, in which
we compared the regulatory and governance dimensions of health-related
“big data”' in eight European countries.

In the next section, we further contextualize the theoretical traditions the
paper builds on, linking literature on promissory futures, ethics of data-
driven technologies, and ethical framing as discursive work. Next, we dis-
cuss the methods and introduce the international research program our
analysis is based on. In the results, we outline three widely recurring types
of ethical framing and show their effects on roles and responsibilities attrib-
uted to different actors. In the discussion, we outline the added value of
bringing the distinct bodies of literature on promissory futures and ethical
framing together and outline themes for new research.

Promissory Futures, Ethics of Data-driven
Technologies, and Framing as Discursive Work

New Technologies and Their Promissory Futures

The future has been an important trope in STS research. From various
perspectives, authors have analyzed how visions of the future of technology
become articulated in imaginaries and narratives (de Wilde 2000; cf. Pol-
lock and Williams 2010).

Two notions are central in STS research on promissory futures. The first
notion is “expectations” as developed in the sociology of expectations. This
literature focuses on the informal production and circulation of expectations
in science and technology (Borup et al. 2006). This work emphasizes that
expectations harbor values, norms, and provoke role divisions. Expectations
can legitimize investments, set courses of action, steer the options to be
explored by researchers and technology developers, and coordinate activi-
ties and role divisions of research and industry networks (van Lente 2012).

The second notion is sociotechnical imaginaries (Jasanoff and Kim
2009, 2015). Sociotechnical imaginaries are defined as “collectively held,
institutionally stabilized, and publicly performed visions of desirable
futures, animated by shared understandings of forms of social life and social
order attainable through, and supportive of, advances in science and tech-
nology” (Jasanoff and Kim 2015, 4). This work emphasizes the similarity
between techno-scientific visions of the future in specific times and places.
Originally envisaged as closely tied to nation-states, later work emphasized
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that sociotechnical imaginaries can also be articulated by other organized
groups and communities (Jasanoff and Kim 2015), can become regionally
“translated” in distinctive ways (Levenda et al. 2019), and may acquire
particular meanings in specific technopolitical cultures (Felt 2015). In the
context of healthcare, several authors have noted that on a European level,
broadly similar discourses on the promissory future of data-driven health-
care circulate (Rieder 2018).

Taken together, these bodies of work offer useful analytical anchor
points to understand the functions and effects of promissory futures. The
sociology of expectations literature emphasizes the performative and polit-
ical dimensions of the informal expectations that circulate through promis-
sory futures, while the literature on sociotechnical imaginaries emphasizes
how expectations become durable and stabilized in narratives that can be
circulating on an international level, country-specific, regionally bound or
tied to particular groups.

Ethics of Data-driven Technologies

Ethical concerns regarding data-driven technologies have received a rela-
tively large amount of attention in the fields of STS, CDS, and CAS. Several
review articles have identified key areas of concern (e.g., algorithmic deci-
sion-making) in particular contexts (e.g., biomedicine) (Mittelstadt and
Floridi 2016; Mittelstadt et al. 2016; Mittelstadt 2019; Morley et al.
2020). Work on the ethics of data-driven technologies emphasized not only
the wide range of ethical dilemmas that should be considered but also
focused on further theorization (leading to important discussions on how
data-driven technologies can be conceptualized) and problematization
(highlighting the misalignments with traditional ethical principles and
theories).

For the aim of this paper, we address several insights that problematize
traditional ethical notions and theories to address concerns with regard to
data-driven technologies (cf. Verbeek 2014). First, many articles argue that
ethical aspects should not be viewed as external to data-driven technologies,
emphasizing the intertwinement of technologies and ethical dimensions.
Traditionally, such work has focused on the “hidden normativities” in
data-driven technologies (cf. Ziewitz 2016, for a critique on this popular-
ization of what he calls the “algorithmic drama’). More recently, the focus
has been on how this intertwinement co-constitutes new relations between
human and nonhuman actors in diverse practices (Ananny 2016; Lee et al.
2019; Lee and Larsen 2019).
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Second, many articles focus on the “unprecedented” character of ethical
dilemmas, thus questioning the ability of traditional ethical principles and
procedures to adequately deal with “new” dilemmas. For instance, Metcalf
and Crawford (2016, 2) argue how data-driven technology “fundamentally
changes our understanding of research data to be (at least in theory) infi-
nitely connectable, indefinitely repurposable, continuously updatable and
easily removed from the context of collection.” Such characteristics are
fundamentally at odds with the orientation of most institutional review
boards and ethics committees, which focus on individual risks (Zook
et al. 2017).

Third, recent work also developed critiques on the limited usability of
classical ethical theories in the context of data-driven technologies. A core
focus of this work has been on explicating misalignments between data-
driven technologies and traditional ethical principles that emphasize moral
agency and come with a strong set of assumptions about individualism and
free will (Zwitter 2014; Prainsack 2018). Such assumptions become espe-
cially problematic in the light of data-driven technologies, where the input
used for decision-making is opaque, effects are hard to oversee and
unequally distributed, and responsibility, trust, and agency become
dispersed.

Absent from this literature is an exploration of how ethical arguments
become tied to the promissory future of data-driven healthcare technologies
while promissory rhetoric also shapes the way ethics is being done and
understood. We therefore argue for the analytical productivity of bringing
the dimensions of ethical arguments and promissory futures together via the
notion of ethical framing. This allows us to focus on how ethical arguments
are used by various actors engaged in the development, implementation,
and governance of data-driven healthcare technologies (cf. Cool 2019;
Hoeyer, Tupasela, and Rasmussen 2017).

Framing as Discursive Work

The notion of “frame” has a long history in STS (Orlikowski and Gash
1994; Bijker 2006) and in interpretive policy studies (IPS). In the latter, the
notion originates in both the symbolic interactionist tradition of Goffman
(1974) and the public policy analysis developed by Rein and Schon (1993).
Goffman used the notion of “frame” to understand how people implicitly
“define the situation” in interpersonal encounters as they negotiate the
meaning of their interactions. The policy analytic approach of Rein and
Schon originally focuses on frame analysis as a methodology for the
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analysis of policy controversies. Through frames, policy actors can high-
light certain features of a situation, ignore or select out other features, and
bind the highlighted features together into a coherent and comprehensible
pattern (van Hulst and Yanow 2016). The act of framing then highlights the
interactive processes through which frames are constructed through nam-
ing, selecting, storytelling, sense-making, and categorizing (van Hulst and
Yanow 2016).

These two scholarship branches (STS and IPS) highlight the discursive
dimensions of framing by placing their analytical focus largely on the
shared interpretation of the (technological) object or (policy) issue at stake.
Framing however also generates particular tasks and role divisions for
various actors, and through framing, roles, and responsibilities become
distributed and defined in particular ways. Recent ethnographic work in
organization studies has sought to explicate how framing as a discursive
activity contributes to role divisions, tasks, and responsibilities of different
actors (Oldenhof, Stoopendaal, and Putters 2016; Berghout et al. 2018).
Specific to ethics, this point is reinforced by taking into accountWainwright
et al.’s (2006) study of ethical boundary work that highlights how scientists
conduct ethical boundary work as a process of social demarcation.

To summarize, discursive approaches in IPS and organization studies are
instrumental to better understand the specific effects of framing—as a dis-
cursive activity—on the interpretation and representation of the technolo-
gical object or policy issue at stake and on the distribution of specific roles
and responsibilities for the various actors involved.

Method

The data on which this paper is based are part of a broader project to
investigate the regulatory and governance dimensions of health-related big
data in a European context.” We have conducted 145 semi-structured expert
interviews in eight European countries: Austria, France, Germany, Ireland,
the Netherlands, Spain, Sweden, and the United Kingdom. Respondents
were identified via desk research and via experts. We selected respondents
among the categories: (1) healthcare professionals and management
involved in big data-pilots that are part of the project consortium, (2) ethical
and legal experts who are knowledgeable about the key discussions in their
country, (3) technology developers and data scientists who are involved
with the technical dimensions of big data analyses, (4) representatives of
patient and professional associations, (5) visible actors in the public debate
in order to capture public perspectives on big data, and (6) policy makers
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and additional policy experts who can provide input on key governance
strategies and challenges.

The goal of the semi-structured interviews was to develop insights into
governance approaches, regulatory challenges, ethical dimensions, and
societal debates about big data. Upfront a predefined topic list was made,
including (1) policy goals and strategies, (2) the main regulations for health-
related big data and how such regulations are perceived, (3) ethical ques-
tions and debates that are generated by big data, and (4) reflection on how
social and cultural aspects are perceived to influence the practices and
regulation of big data. The large majority of interviews were conducted
face to face, with interviews conducted via video conferences (Zoom,
skype, or a similar medium) or phone in exceptional cases. In all cases,
permission to record the interview was obtained. All interview transcripts
are stored in a secure server (Workspace).

A supplementary document analysis was conducted for each country to
become familiar with the different health systems, public discussions, and
policy strategies of health-related big data. Interview data were triangulated
with policy documents, news articles, scientific papers, presentations, and
gray literature provided by the respondents.

In the analysis of the material, we used a method of constant comparison
(Strauss and Corbin 1990) to facilitate peer review between team members,
increase mutual understanding, and facilitate in-depth comparison. We
organized several full-day meetings to present our initial analysis and
reflect on similarities and differences between countries.

The theme of ethical framing emerged inductively. We asked all respon-
dents questions about their key ethical concerns to big data in healthcare
and we noticed that respondents often used these questions to reflect on a
“meta-level” on the role of ethics in the development of data-driven tech-
nologies. We were triggered by the way respondents ascribed a particular
position to ethics. The remarks about the role of ethics were widespread
throughout all the interviews and not limited to particular countries, orga-
nizations, or particular groups of experts (such as the ethical experts).

Based on our theoretical familiarity with debates on ethics of data-driven
technologies, we conducted an additional abductive analysis (Tavory and
Timmermans 2014) on the collected material. During the analysis, we
iterated between our empirical material and theoretical work on ethics of
big data and the variety of STS literature on sociotechnical futures. In this
process, we gradually zoomed in on ways of ethical framing.

We interpreted “ethical” statements broadly in our material, focusing in
general terms on what respondents described as things we ought to do, or
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when they referred to things they considered good, valuable, worthwhile, or
laudable. It was not our intention to define ethics upfront. Instead, we took
inspiration from Heeney (2017), who does not attempt to distinguish
between the “real” ethical position and interviewees’ interests but instead
states that she is “interested in the discourses interviewees employ and
create, and [ . . . ] use[s] the interview data to consider what they think ought
to be considered in relation to what is and is not ethical in terms of practice”
(p. 11). We recognize with her that interviewees appear not only as
“practicing actors” but also as “thinkers” who relate their desires for their
own practices with the wider normative, scientific, and social implications
of what they do.

During the analysis, we identified three widely recurring ways of ethical
framing. The three ways of ethical framing were by far the most prevalent in
our material. As we show in the results, they come in slightly different
variants. We excluded framings that were mentioned only a couple of times
in interviews.? Each of the frames will be illustrated with quotes in the next
section of the paper. We recognize that these quotations are not representative
of all the European countries from which interviews were drawn, but we want
to emphasize that the purpose of the analysis is not to develop a country-
comparison. Whereas in other places, we focused on differences and simila-
rities between countries,” for the purpose of this paper, we therefore focus on
identifying the most common ways of ethical framing that were prevalent in
all the interview material and therefore not specific to any country.

Results

We structure the results around the three widely recurring ways of ethical
framing. Such frames can be most fruitfully understood as discursive utter-
ances that are mobilized by various actors; sometimes with a specific stra-
tegic purpose in mind, but also mobilized more unconsciously (or at least
without explicitly being used strategically). At the same time, frames are
performative as they structure what ethics should be about, and they may in
that sense affect what others see as valid or legitimate concerns if they gain
traction. While ethical frames therefore do not operate as sole “causes” of
socio-technical change, they are likely to affect the ways in which data-
driven healthcare technologies are shaped.

We identify three frames: ethics as “balancing act,” the technical “fix,”
and ethics as “collective thought process.” We outline the characteristics of
these frames and their implications for the envisaged roles and
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responsibilities of various actors. In the discussion, we reflect on how they
shape the promissory future of data-driven technologies.

Framing Strategy I: Ethics as “Balancing Act”

I think that in general [ ... ] we have to develop a balance. [Big Data] is not
something where you can have everything: full privacy, full usage of all data
and knowledge gain. We have to bring it in balance. First, there is data
protection. Here [we] must find the balance between protection for patients’
privacy and the possibility to do research with it. [...] It is the task of the
policy and law makers to find a good balance. So that those that are feeling
threatened feel kind of safe, but at the same time the researchers can do what
they have to do. [...] Also ethically I have to balance it. [ ...] It is nothing
else than finding a balance between risk and benefit. (Interview information
scientist, Austria)

The first type of framing we encountered is ethics as a balancing act. The
perceived role for ethics in shaping the promissory future of data-driven
healthcare technologies is to balance. This framing entails discursive work
in which different ethical values or principles are outlined in relation to each
other, as exemplified in the above quote. Such relations are then positioned
as either being weighed differently in various contexts, as being in tension
with each other or as being opposite ends of a spectrum. Ethical use of data-
driven healthcare technologies according to this frame then presupposes the
search for an adequate mean between various values or, in other terms,
about finding an appropriate balance. As different values become outlined
in relation to each other, the “ethical” thing to do becomes envisaged as an
attempt to find the right balance: between economic values (such as inno-
vation capacity), public values (such as privacy and data protection), pro-
fessional values (such as delivering good care), scientific values (such as
knowledge development, learning), and legal values (such as data integrity).
Respondents implicitly assign the task to all stakeholders involved; the
quote expresses this role as both a general assignment (“we have to””) and
a personal obligation (“also I”).

The frame of ethics as a balancing act is also often expressed by policy
makers, who recognize the need to mediate between different “goods.” The
following quote from a Swedish policy maker is exemplary of how this
frame is used and explicitly contrasted against perceived differences with
policy approaches in other countries:
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Some countries have a big fear of integrity [breaches] and they weigh integ-
rity much more than patient safety and that’s a problem. In Sweden we always
try to balance that. It is in the patient’s best interest that we can follow some
metrics on your health on the system level. Because otherwise you will die: if
you put all efforts to integrity, the next doctor doesn’t know anything about
you and then you will be mistreated and injured by healthcare. So it’s also in
best interest of the patient that you have that kind of data in some way.
(Interview policy maker, Sweden)

This example shows a policy maker framing ethical use of big data as a
balancing act that requires aligning the diverse values of integrity (which is
enacted as a way to point to the privacy risks of personal [health] informa-
tion becoming breached) and patient safety (which is positioned as crucial
to avoid injury or mistreatment).

Through this frame, the promissory future of data-driven healthcare
technologies is presented as a mixed set of benefits and risks that are not
neatly aligned. In some variants of this frame, the balancing act is explicitly
presented as a precarious and temporary achievement; like a pendulum, the
ethical focus within a country is argued to shift from an emphasis on one
value to another. The following quote from a professor in health informa-
tion in Ireland expresses this variant of the balancing frame as he reflects on
what he views as a gradual movement from the emphasis on one ethical
value to the current overemphasis on another:

[In Ireland] there is a fear to the point of paralysis of sharing data because of
data protection issues. A lot of it is unfounded, but everyone kind of fears data
protection and therefore [many organizations] are saying: no, I am not sharing
my data. [ ...] So the pendulum has swung far too far over to the protection of
the patient and I think we are potentially at the point where we are not protect-
ing the patients’ care. We are protecting their data, but we may not be protect-
ing their care. So there is a sweet spot in between those two. You know in the
past I'd say we could have been more on the other end you know: share
everything and no control. I think we probably are going too far at the other
way as well. (Interview professor health information, Ireland, emphasis added)

This example shows how a discursive contrast is created between dif-
ferent values, but in this example, they become linked to a (critical) narra-
tive of gradual change over time and overemphasis on the ethical value of
data protection at the perceived cost of the ethical value of patient
protection.



12 Science, Technology, & Human Values XX(X)

The frame of the “balancing act” can also be used as a strategic attempt
to reframe the ethical questions that are considered to matter. For instance,
various high-level policy makers discursively attempted to reframe the
ethical debate toward a recognition that not sharing available data is as
ethically troublesome as sharing data:

We can’t keep hiding behind the ethics. We say that it is not ethical to use
people’s data, but maybe it is just the other way around. It is not ethical not to
use the data. So I think that this is sort of changing and people are very open
to donate to healthcare. [ ... ] If we say that it’s not ethical to use my data ina
wider context, it is always very easy to hide behind that, to say: “no, we can’t
move in this direction with utilizing data in this way.” [...] It’s easy to stay
where we are right now, and say that this is the right ethical framework. But I
think from a patient perspective it’s not ethical not to use the data. (Interview
policy maker county council, Sweden)

This quote shows a policy maker implicitly utilizing the frame of ethics
as a “balancing act” as a way of reframing the current debate on data
sharing, which according to her focuses too much on values like privacy
and data protection. It can also be understood as an attempt to depict the
current position of ethicists as “easy”: critically commenting on ethical
questions and dilemmas raised by data-driven healthcare technologies is
depicted as one-sided and as a way to “hide” from the discussion about
whether it is not equally unethical to create barriers for data sharing, as this
is argued to lead to patient risks (cf. Langat et al. 2011; Jones et al. 2017).
This reframing also comes with frequently used metaphors such as “data
donation,” highlighting “collective” principles and discursively linking
ethics of data sharing to notions of “good citizenship” (i.e., as something
that “responsible” citizens do; cf. Puschmann and Burgess 2014). Such
collective principles again tie into the framing of ethics as a “balancing
act” as they highlight that the emphasis is currently placed too much on
individual principles.

An important implication of framing the role of ethics as balancing act is
that values are perceived as comparable. This way of framing thus assumes
that values can be “weighed” against each other in a utilitarian cost-benefit
type of analysis. As such, this way of framing offers less space for values
that are considered to be incompatible. The search for the adequate balance
mostly implies that more of one type of value leads to less of the other type
of value.
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This way of framing also has consequences for roles and responsibil-
ities implicitly assigned to ethicists and other actors. As outlined in the
discussion of the framing literature, various authors have emphasized how
framing comes with task distributions, thereby implicitly or explicitly
assigning tasks and roles for various stakeholders. We argue that such
implicit assignments can also be viewed in this way of framing. We infer
that the role of ethics implicit here is one that is well-demarcated, but
simultaneously minor, as ethics becomes primarily about finding and
maintaining the right balance between ethical values in particular use
contexts of data-driven healthcare technologies. The quotes make clear
that balancing is not necessarily tied to ethical experts: policy makers and,
indeed, any actor can engage in “ethical reasoning” of this kind. While this
act of framing can be perceived as an attempt at democratization, we argue
that it also obfuscates aspects that various scholars would describe as
important for ethicists in their role as experts. For one, this framing
neglects the role of ethical experts as actors whose value lies in their
ability to disrupt all too optimistic or instrumental narratives (cf. Swierstra
2018). Another aspect of ethics that becomes marginalized in this way of
framing is the attention for ethical dilemmas that do not neatly “fit” in the
implicit cost-benefit structure of the frame, and for which again many
scholars would argue a particular kind of “moral” or “ethical expertise”
is warranted (Grunwald 2004; Priaulx, Weinel, and Wrigley 2016). Thus,
we infer that this way of framing comes with an implicit set of tasks and
role divisions that highlights the role of ethics as “ethical reasoning” any
actor can engage in, while neglecting a more “fundamental” role of ethics
as “disruptor.”

Framing Strategy Il: The Technical “Fix”

I guess one of the difficulties we have at the moment is our ethics committee
here. Our institutional review board is still grappling with GDPR regulation
[...]. So, while they are still grappling with that, there is a little bit of
stagnation with the ethics process. And that can be [troublesome], but none
of that is insurmountable. [ ...] I guess everyone is figuring it out together
you know, which is fine. It’s a bit unchartered territory [ . . . |. But once we can
demonstrate that we are compliant in anonymizing everything, not making it
linkable back to the patient then I don’t foresee a problem. And nor did our
data protection officer. (Interview physician, Ireland, emphasis added)
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The second type of framing we encountered is the frame of the “technical
fix.” The perceived role for ethics in shaping the promissory future of data-
driven healthcare technologies is fo solve. The above quote from an Irish
physician, working on a big data project to reuse hospital data for analytical
purposes, is illustrative for this type of framing. This framing entails dis-
cursive work in which the ethical problems with data-driven healthcare
technologies are recognized, but simultaneously presented as ultimately
solvable through technical or instrumental means. Thus, while many actors
recognize ethical risks of reidentification and lack of informed consent,
these ethical risks are not viewed as insurmountable. Rather, given the right
instrumental and technical solutions, the idea is that ethical risks can be
contained and dealt with adequately via existing institutional structures
such as ethical review boards.

Perceived solutions frequently envisaged within this type of framing
cluster around three approaches. First, better technical solutions. Some
respondents focused, for example, on techniques for anonymization or
pseudonymization as they were perceived as sufficient safeguards for the
ethical use of health data:

It is not technology that is the main problem, the technology is there. The
problem is the lack of clear guidelines. So, there should be no fear for medical
practitioners. And even such as like us who are sitting on the other side of the
table, computer scientists, those who are triggering new innovations.

Interviewer: Do you then also mean that, for instance, you would have the
technical means to ensure compliance to legislation, so, for instance, to
ensure anonymization and things like that?

Yes, yes. So, the technology is not behind. The technology is ready, we have
the technologies. But there are no clear guidelines how to apply these tech-
nologies. And that’s the problem. (Computer scientist, Ireland)

This respondent highlights how in his perspective, the technical solu-
tions for ethical problems (such as the risk of reidentification) are already
available. The main problem is perceived to be lack of clear procedures.

A second perceived solution within this type of framing therefore centers
on better procedures that clarify the stakes or seek to navigate around the
most problematic ethical aspects.

Some respondents emphasize how well-developed procedures for access
to health databases are important to ameliorate ethical concerns about mis-
use. For example, the development of new authorization procedures for
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access to health data in France, legally embedded via the Law for the
Modernization of the Health System, are seen as a way to provide clarity
about the conditions under which access to health data is acceptable:

The national system of health data (SNDS) is the biggest database of health
data, because it contains the claims of the national insurance for all French
people. [ ...] This database has been created in the law in 2016, and since this
date, public and private actors can access this data. So this is big progress in
terms of access to French health data. [...] Now we have a very precise
procedure specified in the law, so you are sure that you can have an effective
access to the data within a period of six months, which is a real progress in
France compared to before. (Interview policy maker, France)

Discursively linking procedures, legislative embedding and ethics, this
example points toward the idea that the most important ethical dilemmas
can be navigated via procedural “fixes” (such as the “right” process of
access). Another example mentioned by respondents was to develop
“broad” consent forms for research areas as a procedural “solution” for the
ethical problem of repeatedly asking for individual consent.

The emphasis on appropriate legal principles and frameworks constitutes
a third aspect of the frame of the technical fix. This can be seen, for
instance, in the way discussions about “proper” use of health data congre-
gated around the narrow question whether practices aligned with the new
European General Data Protection Regulation (GDPR) or not:

R1: There have been no clear guidelines from an Irish perspective [about the
use of health data] for the research side of things. And what has been pub-
lished from health legislation is a like book of 500 pages, how is that helpful
in a practical day-to-day basis.

R2: So, there seems to be a general sense of just keep doing what we’re doing.
We’re not doing anything incorrect until we’re given direction from govern-
ment. [...] Just make sure you have consent, make sure you document the
decisions that you are making and why you’re doing that, you know. To be
compliant. So, you can have a justification for why you’re operating in one
way or another. But in the absence of clear and understandable guidelines,
everyone’s a bit at sea. (Interview physicians, Ireland)

This quote shows how physicians, struggling with the everyday practical
translation of new GDPR legislation to determine what would constitute
“proper” or “acceptable” use of health data for their research projects, felt
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lost “at sea” in the absence of clear direction. At the same time, the quote
implies that such clear direction would ultimately be seen to “settle the
record” in terms of acceptable use of health data, thus implicitly equating
understandable legislative frameworks with ethical use of health data. In
this way, discussions about “proper” (i.e., “ethically acceptable”) use of
health data congregate around the narrow question whether practices align
with the new GDPR or not.

As with the framing of ethics as “balancing act,” the framing of the
“technical fix” also comes with various implications. First and foremost,
this way of framing comes with the normalization (and with this the
“deflation”) of ethical dilemmas. Ethical issues are implicitly perceived
as “fixable” with additional procedures, guidelines, instruments, or legisla-
tion. As such, this way of framing can result in “ticking-the-box-ethics,”
even though experts question the saliency of such solutions (cf. Zook et al.’s
[2017] final “rule”). Second, the belief in a technical fix in this way of
framing backgrounds ethical processes of joint deliberation and compro-
mising. Third, the role of ethics becomes narrowed to “fighting symptoms,”
as this way of framing emphasizes ethical aspects that are relatively easily
“doable,” instead of the more complex ethical issues that are often raised in
more critical literature on data-driven technologies (boyd and Crawford
2012; Mittelstadt and Floridi 2016; Mittelstadt 2019; Grote and Berens
2020).

As with the previous type of framing, the frame of the technical fix also
comes with consequences for the roles and responsibilities assigned to
ethicists and other actors. Similar to the framing of ethics as a balancing
act, we infer that this type of framing also implies a well-demarcated and
relatively minor role for ethics. We argue that in essence, all three variants
implicitly render ethical expertise subordinate to other domains or at least
render ethical issues and dilemmas “solvable” through other domains:
whether by technicians (who can develop the “right” solutions), by policy
makers and health managers (who are positioned to develop such “better
procedures™), or by lawmakers (who can develop “proper legislative
frameworks™). Such implicit task distributions come with risks as well. A
potential risk exists in equalizing the development of the “right” procedure
as such with the idea of “ethical use” of data. While the development of
transparent procedures is undoubtedly valuable in terms of specifying ethi-
cal criteria for access and restriction of sensitive health data, we suggest that
the procedure as such is unlikely to ameliorate the broader ethical discus-
sions, for example, about forms of opacity; pernicious feedback loops that
reinforce effects of inaccurate data, bias, or discrimination; and the ways in
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which professionals may become narrowly embedded in “epistemic niches”
that constrain or undermine the practical wisdom necessary to make moral
decisions (Hayes, van de Poel, and Steen 2020).

Framing Strategy lll: Ethics as “Collective Thought Process”

Ethics is an eminently collective, plural concept. [Therefore], [ . .. ] the CNIL
could not lay claim to any sort of monopoly over ethical discussions on digital
technology. On such a vast and cross-cutting subject, on no account should
these be held behind closed doors. [ ...] It was in this mindset that the CNIL
set a collective approach in motion, for several months overseeing a public
debate with the help of partners from various sectorial fields (health,
justice...). In this respect, ethics is just as much about the process itself
as it is about the outcome. (Commission Nationale de I’Informatique et des
Libertés 2017, 3-4, italics added)

The third type of framing we encountered is the frame of ethics as a col-
lective thought process. The perceived role for ethics in shaping the pro-
missory future of data-driven healthcare technologies is to deliberate. The
above quote from the Commission Nationale de I’Informatique et des Lib-
ertés (CNIL), the French national data protection agency, is illustrative for
this type of framing. This framing entails discursive work in which ethics
becomes viewed as an open-ended process of joint deliberation. In the
example above, the CNIL has organized a series of public debates about
the development of new digital technologies. It has explicitly positioned
ethics as the “crafting [of] a collective and pluralist ethical thought process”
(CNIL 2017, 8). Key underlying ideas in this way of framing are notions of
deliberation and continued reflection, which are perceived as crucial in
engaging with the ethical dimensions of data-driven (health) technologies
in a “good” way. Through its emphasis on the processual dimensions of
ethics as a form of deliberation, this frame also recognizes the open-ended
character of ethics: technological developments are perceived as fundamen-
tally uncertain and thus likely to require continued attention and revision.

Different variants of this type of framing can be distinguished. At the
minimum, it contains an argument about the need to inform the public about
the use of their data because they have a “right to know,” even if public
deliberation on data privacy is not considered to be part of a country’s
culture. A Spanish ethicist reflects on this “right to know” in a cultural
context he considers to be relatively unopen:
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The [...] problem is that there is no culture on data privacy [in Spain]. In the
past this was not relevant because you [could] assume or you [had] trust in
those who were in touch with your data in the clinic. [...] Now you know
that everybody shares data or wants to share data. [ ...] Citizens deserve to
know, because the citizens are those who are going to give you this raw
material to be exploited in the proper way [ ...]. (Interview ethicist, Spain)

This quote represents a way of framing that links ethical use of data (“to
be exploited in the proper way”) with citizens’ right to know, thus high-
lighting the collective aspects of ethics (although only at the level of
“providing” information).

Aligned with this way of framing is a critique on a narrow expert focus.
A policy approach often seen is to “outsource” ethical discussions to expert
advisory organizations and committees. In Austria, for example, discus-
sions about new data-driven healthcare technologies are mostly organized
in terms of expert deliberation. A patient representative working at an
advocacy organization enacts the frame of ethics as a collective thought
process to question this narrow focus on experts:

So the debate [on data-driven healthcare technologies] takes place in a very
small group, so it does not take place in the general population [ . .. ]. But then
it is immediately . .. when it is no longer an urgent topic, it breaks down
relatively quickly. So, the general population doesn’t really take part in the
debate. These are debates that actually run among the experts. (Interview
patient representative, Austria)

In this way of ethical framing, the tendency to limit ethical debates to
experts is explicitly problematized. This line of reasoning can also be seen
in the argumentation of the CNIL, as the institute outlines how such limita-
tions may lead not only to public mistrust and suspicion, but also because
expert perspectives are insufficient given the complexities and uncertainties
in the evolution of digital technologies (CNIL 2017, 4).

Again, this way of framing comes with a set of implications. The impli-
cations of this frame are primarily that it asks for a democratization of
ethics, with the aim to include not only “ethical experts” but to open up
the realm of ethics to many stakeholders, including lay persons affected by
new technological developments. We postulate that an implicit rationale is
often underlying this way of framing. This is the rationale that new tech-
nologies will affect many citizens and that this entitles them to become
involved in ethical deliberations. As such, ethics and “citizenship” become
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discursively entwined in this way of framing. Another implication of this
way of framing is that it explicitly allows for—and even seeks to orga-
nize—forms of multiplicity and diversity.

As with the previous ways of framing, the frame of ethics as a collec-
tive thought process comes with consequences for the roles and respon-
sibilities assigned to ethicists and other actors. We argue that the most
notable consequence is that it comes with a broadening of responsibility to
a much more varied set of actors. As ethics becomes a public concern that
is not limited to a set of expert actors nor something that can be fixed
procedurally or technically, anyone can—and one might even say
“should”—become involved in ethical reasoning. In this sense, we infer
that the frame explicitly distances itself from a perspective on ethics as
belonging to a specialist domain. Simultaneously, the way this frame is
enacted can also affirm organizations in taking up a key position. The
example of the CNIL shows how this agency positions itself as the
“custodian” of key ethical principles and as the organization most suited
to organize this process of inclusive deliberation. As the CNIL decides on
the core ethical principles, their role becomes one of facilitating debate
and crafting key messages to policy makers (which involves a lot of
translation efforts; not only summarizing the debate but also selecting the
most important outcomes and tailoring these to policy recommendations).
Next to setting the “rules of the game” and translating outcomes, one
could argue that this role of “custodian” also involves responsibilities of
ensuring “voice and choice” (who is included and under what terms?) and
creating favorable conditions to prevent subtle exclusion strategies (cf.
Oldenhof and Wehrens 2018).

Discussion

By bringing together STS literature on promissory futures, ethics literature
on data-driven technologies, and policy literature on framing as discursive
work, we identified three widely recurring types of ethical framing: ethics
as a balancing act, the technical fix, and ethics as collective thought pro-
cess. These types of framing come with different perceived roles for ethics
in the promissory future of data-driven healthcare technologies: “to bal-
ance,” “to solve,” and “to deliberate.” In the discussion, we answer the final
question we introduced in the paper: how do these ethical frames shape the
promissory future of data-driven healthcare technologies? From there, we
extrapolate our findings to be able to reflect on the broader analytical and

policy implications of our work.
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Our analysis showed that the ethical frames are mostly supportive of
data-driven technologies. In the frame of ethics as balancing act and the
frame of the technical fix, ethical aspects of data-driven technologies are
considered important but also relatively well-demarcated (i.e., they are
perceived to not be about fundamental issues). Only the frame of ethics
as collective thought process seems to recognize on a more fundamental
level the uncertainties and contingencies of technology development, thus
providing discursive space for more fundamental concerns and questions.
Our study suggests that, in addition to earlier observations that broadly
similar discourses on the promissory future of data-driven healthcare cir-
culate in different countries (Rieder 2018), we can similarly recognize
distinctive types of ethical framing that are prevalent irrespective of
country-specific or regionally bound traditions and data practices (cf. Tupa-
sela, Snell, and Tarkkala 2020; Felt 2015). In other words, the increased
convergence of ethical arguments seems constitutive in further shaping the
promissory future of data-driven technologies as they generate particular
(instrumental, manageable) concerns and steer the agenda in particular
ways (technical, procedural, and legal “fixes,” cost-benefit types of deci-
sion-making). While the normative dimensions of promissory futures are
widely recognized (Borup et al. 2006; van Lente 2012; Jasanoff and Kim
2009, 2015; de Wilde 2000), our paper thus contributes to this work by
disentangling the role of ethical framing in supporting such futures.’

Our analysis shows that ethics is more than a set of abstract principles; it
is also a discursive resource that various actors implicitly or explicitly use in
their daily work to legitimize (or question) developments and decide about
what is acceptable or not. Health professionals and data scientists working
with data-driven technologies continuously construct ethical arguments.
Ethics has predominantly focused on issues of agenda-setting (making
visible ethical dilemmas), theorization (leading to new conceptualizations
of data-driven technologies), and problematization (highlighting the mis-
alignments with traditional ethical concepts and principles; Zwitter 2014,
Metcalf and Crawford 2016; Mittelstadt and Floridi 2016; Zook et al. 2017;
Lee and Larsen 2019; Mittelstadt 2019). We plea for a parallel research
program that studies how ethical arguments are constructed and negotiated
in situ. Through ethnographic research, such studies can reveal how ethical
decisions are made within the mundane work practices of health practi-
tioners, data scientists, and other stakeholders (such as patient groups) in
data-driven initiatives (Heeney 2017). There is much to be learnt about how
ethical arguments are negotiated between different groups in medical prac-
tice; how ethical considerations are made and justified; and how data
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scientists, technologists, and medical practitioners jointly work on estab-
lishing norms and shared “epistemic virtues” in concrete initiatives (cf.
Stevens, Wehrens, and de Bont 2020). On a broader policy level, our anal-
ysis raises new research questions regarding what kinds of actor coalitions
emerge and how framing efforts affect the perceived legitimacy of data-
driven healthcare technologies (cf. Geels and Verhees 2011).

Within fields of STS, CDS, and CAS, much analytical attention has been
placed on exposing the harmful effects and negative consequences of new
data-driven technologies, for instance, regarding how they (re)produce
forms of discrimination and inequality (e.g., boyd and Crawford 2012; Lee
and Larsen 2019). It is perhaps tempting to also interpret our analysis in this
critical light; for instance, by interpreting acts of framing as insidious or
deceitful attempts at circumventing “deeper” ethical reflection. We, how-
ever, propose a future research agenda in which the ethical perspective
shifts toward an ethnographic approach that studies responsibility-in-the-
making, highlighting how various actors “care for” ethical data practices
(Stevens 2021). This approach can also build on previous research that
focused on how numbers are “made,” “cared for,” “played with,” and how
they travel between sites (Wallenburg and Bal 2019) and “internalist” ethi-
cal approaches that focus on technology “accompaniment” rather than
external critique (Verbeek 2014; Smits 2006).

To conclude, we believe that our study also harbors important implica-
tions for policy. Most importantly, our study makes apparent the omnipre-
sence of ethical arguments. Policy makers, healthcare managers, and
practitioners should therefore avoid the “outsourcing” of ethics to specific
committees but instead facilitate ways to organize multidisciplinary modes
of reflection. For instance, through the organization of “data dialogues,” the
legal, technical, and ethical dimensions of concrete Artificial Intelligence
applications and their use in (medical) practice can be explored collectively
(Stevens 2021). Such dialogues can help to enhance mutual understanding
and make underlying arguments and ways of reasoning explicit.

Second, recognizing the normativities already present in healthcare prac-
tices can serve as a useful reminder for policy makers to move away from
the idea that all ethical (and, in parallel, legal) issues surrounding data-
driven technologies can be solved upfront. Although undoubtedly valuable,
embedding such technologies responsibly in healthcare asks for more than
technical solutions, formal rules and regulations, and the establishment of
ethical principles. Various ethnographic studies into the governance of
healthcare have showed how the layering of multiple, conflicting rules and
principles could obfuscate healthcare work and increase regulatory

7 L&
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pressure, which in turn reduces space to provide good care (van de Boven-
kamp et al. 2014, 2020; Wallenburg, Weggelaar, and Bal 2019). Organizing
for responsible data practices may therefore require, next to the identifica-
tion and deliberation of ethical arguments and decisions, a focus on resi-
lience in addition to rules (cf. Healy and Mesman 2014).

In conclusion, we can envisage that good data practices are produced
and maintained not only by ethical principles and legislation, but especially
become shaped in these everyday practices and routines, through articula-
tions of ethical frames, but also through the mundane decisions and valua-
tions that are made by medical professionals, data scientists, healthcare
managers, and patients.
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Notes

1. We utilized a broad interpretation of big data, which moves beyond specific
technologies for data aggregation and analysis. This broad interpretation is in
line with the sociotechnical approach developed in boyd and Crawford (2012).
We summarized it here under the term “data-driven healthcare technologies.”

2. See https://www.bigmedilytics.eu/ for more information about the consortium of
which this project was a part.

3. Examples include the framing of ethics as “not being up for the task” and the
framing of ethical problems as being solvable through legislation. The latter we
decided to subsume under the framing of the “technical fix” as it shares many
characteristics.

4. See https://www.bigmedilytics.eu/infographics-on-regulations-for-big-data-te
chnologies-in-the-healthcare-sector-in-european-countries/ for details.

5. This of course also raises questions regarding what happens with concerns that do
not fit within these dominant frames. These could contain important messages
that become silenced through the wide recurrence of these three types of ethical
framing—and one might even argue that this paper’s focus on dominant frames
could lead to further “backgrounding” of less visible frames. The purpose of the
paper however is to “follow the actors” in terms of their discursive work, focus-
ing on the most widely occurring frames and their consequences. Future studies
could of course follow a more “emancipatory” agenda in terms of explicitly
foregrounding subordinate or silenced narratives.

References

Ananny, M. 2016. “Toward an Ethics of Algorithms: Convening, Observation,
Probability, and Timeliness.” Science, Technology, & Human Values 41 (1):
93-117.

Bauman, Z., and D. Lyon. 2013. Liquid Surveillance: A Conversation. New York:
John Wiley & Sons.

Bensaude Vincent, B. 2014. “The Politics of Buzzwords at the Interface of Tech-
noscience, Market and Society: The Case of ‘Public Engagement in Science’.”
Public Understanding of Science 23 (3): 238-53.

Berghout, M., L. Oldenhof, I. Fabbricotti, and C. Hilders. 2018. “Discursively
Framing Physicians as Leaders: Institutional Work to Reconfigure Medical Pro-

fessionalism.” Social Science & Medicine 212 (C): 68-75.



24 Science, Technology, & Human Values XX(X)

Bijker, W. 2006. “Why and How Technology Matters.” In Oxford Handbook of
Contextual Political Analysis, edited by R. Goodin, R. Edward, and C. Tilly,
681-707. Oxford, UK: Oxford University Press.

Borup, M., N. Brown, K. Konrad, and H. van Lente. 2006. “The Sociology of
Expectations in Science and Technology.” Technology Analysis & Strategic
Management 18 (3-4): 285-98.

van de Bovenkamp, H., M. De Mul, J. Quartz, A. Weggelaar-Jansen, and R. Bal.
2014. “Institutional Layering in Governing Healthcare Quality.” Public Admin-
istration 92 (1): 208-23.

van de Bovenkamp, H., A. Stoopendaal, M. Van Bochove, and R. Bal. 2020.
“Tackling the Problem of Regulatory Pressure in Dutch Elderly Care: The Need
for Recoupling to Establish Functional Rules.” Health Policy 124 (3): 275-81.

boyd, d., and K. Crawford. 2012. “Critical Questions for Big Data: Provocations for
a Cultural, Technological, and Scholarly Phenomenon.” Information, Commu-
nication & Society 15 (5): 662-79.

Brown, N., and M. Michael. 2003. “A Sociology of Expectations: Retrospecting
Prospects and Prospecting Retrospects.” Technology Analysis & Strategic Man-
agement 15 (1): 3-18.

Busch, L. 2017. “Looking in the Wrong (La) Place? The Promise and Perils of
Becoming Big Data.” Science, Technology, & Human Values 42 (4): 657-78.
CNIL. 2017. “The Ethical Matters Raised by Algorithms and Artificial Intelligence:

How Can Humans Keep the Upper Hand?” Report on the Public Debate Led by
the French Data Protection Authority (CNIL) as Part of the Ethical Discussion
Assignment Set by the Digital Republic Bill. https://www.cnil.fr/sites/default/fi

les/atoms/files/cnil_rapport_ai_gb_web.pdf.

Cool, A. 2019. “Impossible, Unknowable, Accountable: Dramas and Dilemmas of
Data Law.” Social Studies of Science 49 (4): 503-30.

De Wilde, R. 2000. De voorspellers: een kritiek op de toekomstindustrie. Amsterdam,
the Netherlands: De Balie.

Ebeling, M. 2016. Healthcare and Big Data. Philadelphia, PA: Palgrave Macmillan.

Felt, U. 2015. “Keeping Technologies Out: Sociotechnical Imaginaries and the
Formation of Austria’s Technopolitical Identity.” In Dreamscapes of Modernity:
Sociotechnical Imaginaries and the Fabrication of Power, edited by S. Jasanoff
and S. Kim, 103-25. Chicago, IL: The University of Chicago Press.

Geels, F., and B. Verhees. 2011. “Cultural Legitimacy and Framing Struggles in
Innovation Journeys: A Cultural-performative Perspective and a Case Study of
Dutch Nuclear Energy (1945-1986).” Technological Forecasting and Social
Change 78 (6): 910-30.

Goffman, E. 1974. Frame Analysis: An Essay on the Organization of Experience.
Cambridge, MA: Harvard University Press.



Wehrens et al. 25

Grote, T., and P. Berens. 2020. “On the Ethics of Algorithmic Decision-making in
Healthcare.” Journal of Medical Ethics 46 (3): 205-11.

Grunwald, A. 2004. “The Normative Basis of (Health) Technology Assessment and
the Role of Ethical Expertise.” Poiesis & Praxis 2 (2-3): 175-93.

Hayes, P., . van de Poel, and M. Steen. 2020. “Algorithms and Values in Justice and
Security.” A & SOCIETY 35 (3): 533-55.

Healy, S., and J. Mesman. 2014. “Resilience: Contingency, Complexity and Prac-
tice.” In Vulnerability in Technological Cultures: New Directions in Research
and Governance, edited by A. Hommels, J. Mesman, and W. Bijker, 155-77.
London, UK: MIT Press.

Heeney, C. 2017. “An ‘Ethical Moment’ in Data Sharing.” Science, Technology, &
Human Values 42 (1): 3-28.

Hoeyer, K. 2005. “Studying Ethics as Policy: The Naming and Framing of Moral
Problems in Genetic Research.” Current Anthropology 46 (5): S71-90.

Hoeyer, K. 2019. “Data as Promise: Reconfiguring Danish Public Health through
Personalized Medicine.” Social Studies of Science 49 (4): 531-55.

Hoeyer, K., A. Tupasela, and M. Rasmussen. 2017. “Ethics Policies and Ethics
Work in Cross-national Genetic Research and Data Sharing: Flows,
Nonflows, and Overflows.” Science, Technology, & Human Values 42 (3):
381-404.

Jasanoff, S., and S. Kim. 2009. “Containing the Atom: Sociotechnical Imaginaries
and Nuclear Power in the United States and South Korea.” Minerva 47 (2):
119-46.

Jasanoff, S., and S-H. Kim (eds). 2015. Dreamscapes of Modernity: Sociotechnical
Imaginaries and the Fabrication of Power. Chicago, IL: University of Chicago
Press.

Jerak-Zuiderent, S.. 2015. “Keeping Open by Re-imagining Laughter and Fear.” The
Sociological Review 63 (4): 897-921.

Jones, K., G. Laurie, L. Stevens, C. Dobbs, D. Ford, and N. Lea. 2017. “The Other
Side of the Coin: Harm Due to the Non-use of Health-related Data.” Interna-
tional Journal of Medical Informatics 97 (2017): 43-51.

Kitchin, R., and T. Lauriault, 2014. “Towards Critical Data Studies: Charting and
Unpacking Data Assemblages and Their Work.” Accessed August 01, 2014.
https://ssrn.com/abstract—=2474112.

Kruse, C., R. Goswamy, Y. Raval, and S. Marawi. 2016. “Challenges and Oppor-
tunities of Big Data in Health Care: A Systematic Review.” JMIR Medical
Informatics 4 (4): e38.

Langat, P., D. Pisartchik, D. Silva, C. Bernard, K. Olsen, M. Smith, S. Sahni,
and R. Upshur. 2011. “Is There a Duty to Share? Ethics of Sharing



26 Science, Technology, & Human Values XX(X)

Research Data in the Context of Public Health Emergencies.” Public
Health Ethics 4 (1): 4-11.

Lee, F., J. Bier, J. Christensen, L. Engelmann, C. Helgesson, and R. Williams. 2019.
“Algorithms as Folding: Reframing the Analytical Focus.” Big Data & Society
6 (2): 1-13.

Lee, F., and L. Larsen. 2019. “How Should We Theorize Algorithms? Five Ideal
Types in Analyzing Algorithmic Normativities.” Big Data and Society 6 (2): 1-6.

Levenda, A., J. Richter, T. Miller, and E. Fisher. 2019. “Regional Sociotechnical
Imaginaries and the Governance of Energy Innovations.” Futures 109 (2019):
181-91.

Mayer-Schonberger, V., and K. Cukier. 2013. Big Data: A Revolution that will
Transform How We Live, Work, and Think. Boston, MA: Houghton Mifflin
Harcourt.

Metcalf, J., and K. Crawford. 2016. “Where are Human Subjects in Big Data
Research? The Emerging Ethics Divide.” Big Data & Society 3 (1): 1-14.

Mittelstadt, B. 2019. “The Ethics of Biomedical ‘Big Data’ Analytics.” Philosophy
& Technology 32 (1): 17-21.

Mittelstadt, B., P. Allo, M. Taddeo, S. Wachter, and L. Floridi. 2016. “The Ethics of
Algorithms: Mapping the Debate.” Big Data & Society 3 (2): 1-21.

Mittelstadt, B., and L. Floridi. 2016. “The Ethics of Big Data: Current and Foresee-
able Issues in Biomedical Contexts.” Science and Engineering Ethics 22 (2):
303-41.

Morley, J., C. Machado, C. Burr, J. Cowls, 1. Joshi, M. Taddeo, and L. Floridi. 2020.
“The Ethics of Al in Health Care: A Mapping Review.” Social Science &
Medicine 260: 113172.

Oldenhof, L., A. Stoopendaal, and K. Putters. 2016. “Professional Talk: How Mid-
dle Managers Frame Care Workers as Professionals.” Health Care Analysis 24
(1): 47-70.

Oldenhof, L., and R. Wehrens. 2018. “Who Is ‘In’ and Who Is ‘Out’? Participation
of Older Persons in Health Research and the Interplay between Capital, Habitus
and Field.” Critical Public Health 28 (3): 281-93.

Orlikowski, W., and D. Gash. 1994. “Technological Frames: Making Sense of
Information Technology in Organizations.” ACM Transactions on Information
Systems (TOIS) 12 (2): 174-207.

Penkler, M., K. Felder, and U. Felt. 2019. “Challenging Diversity: Steering Effects
of Buzzwords in Projectified Health Care.” Science, Technology, & Human
Values 45 (1): 138-63.

Pollock, N., and R. Williams. 2010. “The Business of Expectations: How Promis-
sory Organizations Shape Technology and Innovation.” Social Studies of Science
40 (4): 525-48.



Wehrens et al. 27

Prainsack, B. 2018. “The “We’ in the “Me’ Solidarity and Health Care in the Era of
Personalized Medicine.” Science, Technology, & Human Values 43 (1): 21-44.

Priaulx, N., M. Weinel, and A. Wrigley. 2016. “Rethinking Moral Expertise.”
Health Care Analysis 24 (4): 393-406.

Puschmann, C., and J. Burgess. 2014. “Metaphors of Big Data.” International
Journal of Communication 8 (2014): 1690-709.

Raghupathi, W., and V. Raghupathi. 2014. “Big Data Analytics in Healthcare:
Promise and Potential.” Health Information Science and Systems 2 (1): 1-10.
Rein, M., and D. Schon. 1993, “Reframing Policy Discourse.” In The Argumentative
Turn in Policy Analysis and Planning, edited by F. Fischer and J. Forester,

145-66. Durham, NC: Duke University Press.

Rieder, G. 2018. “Tracing Big Data Imaginaries through Public Policy: The Case of
the European Commission.” In The Politics and Policies of Big Data: Big Data,
Big Brother? edited by A. Saetnan, I. Schneider, and N. Green, 89-109. New
York: Routledge.

Salerno, J., B. Knoppers, L. Lee, W. Hlaing, and K. Goodman. 2017. “Ethics, Big
Data and Computing in Epidemiology and Public Health.” Annals of Epidemiol-
ogy 27 (5): 297-301.

Smits, M. 2006. “Taming Monsters: The Cultural Domestication of New Technol-
ogy.” Technology in Society 28 (4): 489-504.

Stevens, M. 2021. “Dreaming with Data: Assembling Responsible Knowledge Prac-
tices in Data-driven Healthcare.” PhD thesis, Erasmus University, Rotterdam,
the Netherlands.

Stevens, M., R. Wehrens, and A. de Bont. 2018. “Conceptualizations of Big Data
and their Epistemological Claims in Healthcare: A Discourse Analysis.” Big
Data & Society 5 (2): 1-21.

Stevens, M., R. Wehrens, and A. de Bont. 2020. “Epistemic Virtues and Data-driven
Dreams: On Sameness and Difference in the Epistemic Cultures of Data Science
and Psychiatry.” Social Science & Medicine 258: 113116.

Strauss, A., and J. Corbin. 1990. Basics of Qualitative Research: Grounded Theory
Procedure and Techniques. London, UK: Sage.

Swierstra, T. 2018. “De ethicus als ontregelaar.” Podium voor Bio-ethiek 25 (2):
9-14.

Tavory, L., and S. Timmermans. 2014. Abductive Analysis: Theorizing Qualitative
Research. Chicago, IL: The University of Chicago Press.

Tupasela, A., K. Snell, and H. Tarkkala. 2020. “The Nordic Data Imaginary.” Big
Data & Society 7 (1): 1-13.

Verbeek, P. 2014. Op de vleugels van Icarus: Hoe techniek en moraal met elkaar
meebewegen. Rotterdam, the Netherlands: Lemniscaat.



28 Science, Technology, & Human Values XX(X)

van Hulst, M., and D. Yanow. 2016. “From Policy ‘Frames’ to ‘Framing’ Theorizing
a More Dynamic, Political Approach.” The American Review of Public Admin-
istration 46 (1): 92-112.

van Lente, H. 2012. “Navigating Foresight in a Sea of Expectations: Lessons from
the Sociology of Expectations.” Technology Analysis & Strategic Management
24 (8): 769-82.

Wainwright, S., C. Williams, M. Michael, B. Farsides, and A. Cribb. 2006. “Ethical
Boundary-work in the Embryonic Stem Cell Laboratory.” Sociology of Health &
Iliness 28 (6): 732-48.

Wallenburg, 1., and R. Bal. 2019. “The Gaming Healthcare Practitioner: How Prac-
tices of Datafication and Gamification Reconfigure Care.” Health Informatics
Journal 25 (3): 549-57.

Wallenburg, 1., A. Weggelaar, and R. Bal. 2019. “Walking the Tightrope: How
Rebels ‘Do’ Quality of Care in Healthcare Organizations.” Journal of Health
Organization and Management 33 (7/8): 869-83.

Winter, J., and E. Davidson. 2019. “Big Data Governance of Personal Health Infor-
mation and Challenges to Contextual Integrity.” The Information Society 35 (1):
36-51.

Ziewitz, M. 2016. “Governing Algorithms: Myth, Mess, and Methods.” Science,
Technology, & Human Values 41 (1): 3-16.

Zook, M.S. Barocas, d. boyd, K. Crawford, E. Keller, S. Gangadharan, A. Goodman,
et al. 2017. “Ten Simple Rules for Responsible Big Data Research.” PLoS
Computational Biology 13 (3): €1005399. doi: 10.1371/journal.pcbi.1005399.

Zwitter, A. 2014. “Big Data Ethics.” Big Data & Society 1 (2): 1-6.

Author Biographies

Rik Wehrens is an assistant professor at the Erasmus School of Health Policy and
Management, Erasmus University, the Netherlands. He utilizes ethnographic and
discursive methods to analyze how data-driven technologies reconfigure knowledge
practices, professional roles, and ethical decision-making in healthcare. Recent
publications include papers in Social Science & Medicine, Big Data & Society, and
Critical Public Health.

Marthe Stevens is a postdoctoral researcher at the Department of Ethics and Polit-
ical Philosophy of the Radboud University Nijmegen, the Netherlands. She holds a
PhD from Erasmus University, the Netherlands (2021). Currently, she is part of the
interdisciplinary Hub for Security, Privacy, and Data Governance (iHub). In her
research, she explores the epistemic consequences of data-driven technologies in
healthcare and the influence of tech corporations on biomedical research practices.



Wehrens et al. 29

Johanna Kostenzer has been a Marie Skodowska-Curie Experienced Researcher in
the LEaDing Fellows COFUND Program, focusing her research in particular on the
ethical and societal dimension of assisted reproductive technologies and egg freez-
ing. She is now Head of Scientific Affairs at the European Foundation for the Care
of Newborn Infants (EFCNI).

Anne Marie Weggelaar is an assistant professor of change management at the
Erasmus School of Health Policy and Management, Erasmus University, the Nether-
lands, and at the Department Clinical Informatics, Eindhoven University of Tech-
nology. Her research concerns, among others, the impact of Big Data on daily
practice of healthcare.

Antoinette de Bont is a professor of health and digital studies at Tilburg School of
Social and Behavioral Sciences, Tilburg University, the Netherlands. Her research
focuses on the impact of digital technologies on professional roles and organizations
in health care.



